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A	computer	is	an	electronic	device	that	processes	data	according	to	instructions	provided	by	software	programs.	It	takes	input	(data),	processes	it	using	a	central	processing	unit	(CPU),	stores	information,	and	produces	output	(results)	to	perform	various	tasks.Types	of	ComputersThere	are	various	types	of	computers	that	are	used	today	based	on	the
need	of	user.	Some	of	the	types	are:Desktop:	Desktops	are	mainly	used	for	regular	use	and	they	have	separate	components	mounted	together	like	the	monitor,	keyboard,	mouse,	CPU	etc.	Since	the	system	is	primarily	kept	on	a	desk	for	better	usability	it	is	called	a	desktops.	desktopLaptop:	Laptops	are	a	portable	version	of	desktops,	with	all	the
components	integrated	into	a	single	unit	thus	providing	mobility	to	the	system.	They	are	great	for	on-the-go	work	and	come	with	built-in	webcams,	Bluetooth	and	Wi-Fi.	laptopServers:	Servers	are	special	types	of	computers	that	are	used	to	manage	network	resources.	They	provide	services	to	other	systems	and	computers.	Some	of	the	primary	tasks	of
servers	include	creating	databases,	hosting	and	providing	support	to	other	applications.serverTablets:	Tablets	are	even	more	portable	than	laptops.	They	are	smaller	than	laptops	but	are	larger	than	smartphones.	They	come	with	touchscreens	which	makes	them	perfect	for	browsing	the	web,	consuming	content	and	personal	communications.	Other
devices:	Other	devices	include	smartphones,	game	consoles,	Smart	TVs	etc.smartphones	and	game	consolesHow	does	the	Software	Work	with	Hardware?	When	you	give	input	(e.g.,	typing	a	letter	on	a	keyboard),	the	hardware	(keyboard)	sends	this	input	to	the	software.	The	software	then	converts	the	input	into	a	machine-readable	language	(binary)
that	the	CPU	can	process.	The	output	(e.g.,	the	letter	‘A’)	is	then	displayed	on	the	screen	as	a	result	of	this	process.Example	Process:You	press	the	Shift	key	and	the	A	key	on	your	keyboard.The	software	translates	this	into	machine	code	and	tells	the	CPU	that	the	letter	‘A’	should	be	displayed.The	CPU	processes	the	input,	and	the	monitor	shows	the
letter	'A'.How	Different	Components	Communicate?Let's	discuss	some	important	component	of	computer	in	details,	ComponentDescriptionCentral	Processing	Unit	(CPU)The	CPU	often	referred	to	as	the	"brain"	of	the	computer.	It’s	responsible	for	executing	instructions,	performing	calculations,	and	handling	tasks	that	ensure	the	system	runs
efficiently.	The	CPU	processes	input	data	and	transforms	it	into	useful	information.	It	consists	of	the	Arithmetic	Logic	Unit	(ALU)	and	Control	Unit	(CU).MotherboardThe	main	circuit	board	connects	and	allows	communication	between	all	computer	components.Memory	(RAM)Random	Access	Memory	(RAM)	stores	data	temporarily	for	quick	access
while	the	computer	is	running.StorageIncludes	Hard	Disk	Drives	(HDD)	and	Solid-State	Drives	(SSD)	that	store	data	permanently.Input	DevicesDevices	are	used	to	input	data	into	the	computer.	Examples:	keyboard,	mouse,	scanner.Output	DevicesDevices	that	display	or	output	the	results	of	the	computer’s	processing.	Examples:	printer,
speakers.What	is	a	Software?	Software	is	a	set	of	instructions	that	tells	the	computer	what	to	do	when	to	do,	it	and	how	to	do	it.	Examples	are,	the	paint	that	we	use	in	Microsoft,	WhatsApp,	and	games,	all	are	types	of	different	software.	Suppose	we	want	to	add	2	numbers	and	want	to	know	what	2	+	2	is	4.	Then	we	must	give	the	computer
instructions,Step-1:	take	2	values.Step-2:	a	store	that	2	valueStep-3:	add	2	value	by	using	+	operatorStep-4:	save	the	answerAn	interpreter	is	responsible	for	converting	the	software’s	human-readable	code	into	machine	language	(binary	code)	that	the	CPU	understands	and	executes.What	is	Hardware?Hardware	refers	to	the	physical	components	of	a
computer	that	you	can	touch	and	see.	It	includes	all	the	devices	and	machinery	required	to	make	a	computer	function.	Hardware	performs	tasks	like	storing	data,	processing	information,	and	displaying	results.	Without	hardware,	there	would	be	no	platform	for	software	to	run.Types	of	Hardware:Central	Processing	Unit	(CPU)	-	Executes	instructions
and	performs	calculations.Memory	(RAM)	-	Temporarily	stores	data	that	the	CPU	needs	during	operation.Storage	Devices	(HDD/SSD)	-	Store	data	permanently,	even	when	the	computer	is	turned	off.Input	Devices	-	Allow	users	to	interact	with	the	computer	(e.g.,	keyboard,	mouse).Output	Devices	-	Display	or	produce	results	of	the	computer’s
processing	(e.g.,	monitors,	printers).Types	of	ComputersComputers	can	be	categorized	in	various	ways	based	on	size,	processing	power,	functionality,	and	other	parameters.	Here's	an	overview	of	the	different	types:1.	Types	of	Computers	Based	on	SizeMicrocomputers:	Microcomputers	are	meant	for	individual	use.	They	are	small,	compact	and	very
small.	For	example	smartphones	and	desktops.Minicomputers:	They	are	used	in	businesses	that	are	mid-sized	and	are	more	powerful	than	microcomputers.	Servers	are	an	example	of	minicomputers.Mainframe	computers:	These	are	used	by	large	organizations.	They	help	in	the	processing	of	bulk	data.	Supercomputers:	These	are	extremely	powerful
computers	that	help	in	carrying	out	complex	calculations.	They	aren't	meant	for	personal	use	and	are	often	used	for	research	purposes.2.	Types	of	Computers	Based	on	Processing	PowerPersonal	computers	(PCs):	These	are	the	most	common	type	of	computer	and	are	designed	for	personal	use.	PCs	include	desktops,	laptops,	and	tablets.Servers:
Servers	are	designed	to	manage	and	distribute	resources	and	data	to	multiple	users	or	devices.	They	are	often	used	in	businesses	or	organizations	to	store	and	share	data	and	run	applications.Mainframes:	Mainframe	computers	are	large,	powerful	machines	that	are	designed	to	handle	massive	amounts	of	data	and	perform	complex	operations.	They
are	often	used	in	large	corporations	or	government	agencies.Supercomputers:	Supercomputers	are	extremely	powerful	computers	that	are	designed	to	process	data	at	extremely	high	speeds.	They	are	often	used	for	scientific	research	and	other	specialized	applications.Embedded	systems:	Embedded	systems	are	small	computers	that	are	built	into
other	devices,	such	as	appliances,	cars,	and	medical	devices.	They	are	designed	to	perform	specific	functions	and	operate	without	human	intervention.Wearable	computers:	Wearable	computers	are	small,	portable	devices	that	are	worn	on	the	body,	such	as	smartwatches	or	fitness	trackers.	They	are	designed	to	track	data	and	provide	information	on
the	go.3.	Types	of	Computers	Based	on	FunctionalityAnalog	computers:	In	analog	computers	data	is	stored	using	continuous	physical	quantities.	A	mechanical	integrator	is	an	example	of	an	analogue	computer.Digital	computers:	These	are	the	most	common	types	of	computers	found	in	the	market	today.	Data	is	processed	in	digital	computers	using
discrete	values.	Smartphone	is	a	common	example	of	digital	computers.Hybrid	computers:	These	are	a	combination	of	both	analogue	and	digital	computers.	Examples	include	complex	medical	equipment.	A	machine	that	only	prints	documents	An	electronic	device	that	processes	data	according	to	instructions	A	device	used	only	for	playing	games	A
tool	used	only	for	calculations	Which	of	the	following	computers	is	NOT	a	size	based	type	of	computers?	Which	of	the	following	is	an	example	of	a	special-purpose	computer?	Which	component	is	primarily	responsible	for	executing	instructions	in	a	computer?	Central	Processing	Unit	(CPU)	Random	Access	Memory	(RAM)	Which	component	is
considered	the	'brain'	of	the	computer?	CPU	(Central	Processing	Unit)	Quiz	Completed	Successfully	Your	Score	:			2/5	Accuracy	:		0%	This	danger	can	be	avoided,	according	to	computer	science	professor	Stuart	Russell,	if	we	figure	out	how	to	turn	human	values	into	a	programmable	code.出自-2016年6月阅读原文It	may	constitute	a	challenge	to
computer	programmers.出自-2016年6月阅读原文When	employees	log	in	to	their	computers,	they're	shown	a	picture	of	one	of	their	coworkers	and	asked	to	guess	that	person's	name.出自-2016年12月阅读原文To	enhance	morale,	one	company	asks	its	employees	to	identify	their	fellow	workers	when	starting	their	computers.出自-2016年12月阅读原文These
days,	the	time	is	everywhere:	not	just	on	clocks	or	watches,	but	on	cell-phones	and	computers.出自-2015年12月阅读原文There	are	plenty	of	recipes	(	'	,	食谱	),	how-to	videos	and	cooking	classes	available	to	anyone	who	has	a	computer,	smartphone	or	television.出自-2015年12月阅读原文The	top	US	Computer	Science	departments	are	said	to	be	MIT,
Stanford,	Berkeley,	and	Carnegie-Mellon.出自-2015年12月阅读原文It	does	not	produce	computer	hackers	and	nerds.出自-2015年12月阅读原文"It's	an	important,	cautionary	note	that	we	shouldn't	get	too	carried	away	with	the	idea	that	a	computer	system	can	replace	doctors	and	therapists,"	says	Christopher	Dowrick,	a	professor	of	primary	medical	care	at
the	University	of	liverpool.2019年6月四级真题（第三套）阅读	Section	CHaving	a	person,	instead	of	a	computer,	reach	out	to	you	is	particularly	important	in	combating	that	sense	of	isolation.2019年6月四级真题（第三套）阅读	Section	CHowever,	online	CBT	programs	have	been	gaining	popularity,	with	the	attraction	of	providing	low-cost	help	wherever
someone	has	access	to	a	computer.2019年6月四级真题（第三套）阅读	Section	CIn	the	case	of	an	attack,	military	advisers	suggested	the	advantage	of	being	able	to	operate	one	computer	from	another	terminal.2017年12月四级真题（第三套）阅读	Section	AIt's	an	important,	cautionary	note	that	we	shouldn't	get	too	carried	away	with	the	idea	that	a	computer
system	can	replace	doctors	and	therapists.2019年6月四级真题（第三套）阅读	Section	CLet's	start	with	the	bad	news	that	Americans	are	terrible	at	technology	skills,	using	email,	naming	a	file	on	a	computer,	using	a	link	on	the	web	page,	or	just	texting	someone.2017年6月四级真题（第一套）听力	Section	BThe	extensive	data	sources,	combined	with
computer	simulations,	created	a	timeline	of	ocean	temperature	changes,	including	cooling	from	volcanic	outbreaks	and	warming	from	fossil	fuel	emissions.2016年12月四级真题（第二套）阅读	Section	AThe	personal	computing	revolution	and	philosophy	of	disruptive	innovation	of	silicon	Valley	grew,	in	part,	out	of	the	creations	of	the	Homebrew
Computer	Chub,	which	was	founded	in	a	garage	in	Menlo	Park,	California,	in	the	mid-1970s.2019年6月四级真题（第三套）阅读	Section	BThe	top	US	Computer	Science	departments	are	said	to	be	miT,	Stanford,	Berkeley,	and	Carnegie-Mellon.2015年12月四级真题（第二套）阅读	Section	CThe	virtual	assistant	became	so	advanced	and	realistic	that	the
students	didn't	know	she	was	a	computer.2019年12月四级真题（第二套）阅读	Section	CThere	are	plenty	of	recipes,	how-to	videos	and	cooking	classes	available	to	anyone	who	has	a	computer,	smartphone	or	television.2015年12月四级真题（第三套）阅读	Section	BThey	engage	college	undergraduates	to	teach	computer	science	to	high	school	students,	who
in	turn	instruct	middle	school	students	on	the	topic.2018年6月四级真题（第三套）阅读	Section	CThis	online	course	is	a	core	requirement	of	Georgia	Tech's	online	Master	of	Science	in	Computer	Science	program.2019年12月四级真题（第二套）阅读	Section	CVocational-type	classes,	such	as	computer	science	or	journalism,	on	the	other	hand,	are	often	more
research-oriented	and	lend	themselves	to	take-home	testing.2017年12月四级真题（第一套）阅读	Section	BSo	I	quickly	designed	a	skirt	on	my	computer,	and	I	loaded	the	file	on	the	printer.出自-2016年12月听力原文Further,	the	more	their	computer	gave	them	problems,	the	more	likely	the	respondents	were	to	report	that	it	had	its	own	"beliefs	and
conscientiousness".2019年12月六级真题（第三套）阅读	Section	Agive	the	right	computer	a	massive	database	of	faces,	and	it	can	process	what	it	sees—then	recognize	a	face	it's	told	to	find—with	remarkable	speed	and	precision.2018年6月六级真题（第一套）阅读	Section	CIt's	doubtful	that	a	computer	program	can	do	that—at	least,	not	without	some
undesirable	results.2017年12月六级真题（第二套）阅读	Section	COne	study	found	that	three	in	four	respondents	yelled	at	their	computer.2019年12月六级真题（第三套）阅读	Section	ASo	far,	machines	have	a	pretty	hard	time	emulating	creativity,	arbitrary	enough	not	to	be	predicted	by	a	computer,	and	yet	more	than	simple	randomness.2019年6月六级真题
（第三套）阅读	Section	CTelepresence	robots	such	as	MantaroBot,	Vgo,	and	giraff	can	be	controlled	through	a	computer,	smartphone,	or	tablet,	allowing	family	members	or	doctors	to	remotely	monitor	patients	or	Skype	them,	often	via	a	screen	where	the	robot's	"face"	would	be.2018年12月六级真题（第二套）阅读	Section	CThe	board	game	Go(围棋)	took
over	from	chess	as	a	new	test	for	human	thinking	in	2016,	when	a	computer	beat	one	of	the	world's	leading	professional	Go	players.2019年6月六级真题（第三套）阅读	Section	CThen	a	computer	beat	the	human	world	champion,	repeatedly.2019年6月六级真题（第三套）阅读	Section	CUm,	and	we'll	make	the	presentation	and	the	questions	available	via	the
company's	own	computer	network,	right?2019年6月六级真题（第二套）听力	Section	AA	computer	analysis	blindly	compared	calls	produced	by	mothers	and	chicks,	ranking	them	by	similarity.2017年高考英语江苏卷	阅读理解	阅读B	原文A	desktop	computer,	screen,	projector,	and	loudspeakers	will	be	available.2019年高考英语天津卷	阅读理解	阅读A	原文Among
the	items	provided	by	the	school	for	a	visual	presentation	are	a	desktop	computer	and	loudspeakers.2019年高考英语天津卷	阅读理解	阅读A	题设Besides,	I	was	only	halfway	through	my	report,	and	everything	is	in	the	computer.2016年高考英语浙江卷（10月）	听力	原文But	discovering	freedom	is	not	like	discovering	computers.2015年高考英语江苏卷	阅读理解	阅
读D	原文But	do	you	know	that	every	year	a	lot	of	useless	computers	and	cellphones	will	ruin	the	soil?2017年高考英语北京卷	听力	原文Cell-phones	are	part	of	a	growing	mountain	of	electronic	waste	like	computers	and	personal	digital	assistants.2015年高考英语江苏卷	阅读理解	阅读B	原文Computers	are	much	easier	to	operate.2019年高考英语全国卷I	阅读理解	阅
读C	选项Desktop	computers,	basic	mobile	phones,	and	box-set	TVs	defined	1992.2018年高考英语全国卷I	阅读理解	阅读D	原文Documentary:	a	visual	presentationsuch	as	a	video,slide	show,or	computer	projectno	more	than	10	minutes	long.2019年高考英语天津卷	阅读理解	阅读A	原文Explain	why	she	was	interested	in	the	computer.2016年高考英语北京卷	阅读理解
阅读A	选项First,	I	want	to	get	a	job	as	a	computer	programmer,	and	then	after	five	years	or	so,	I'd	like	to	start	my	own	business.2016年高考英语全国卷1	听力	原文In	another	experiment,	the	researchers	gave	people	facts	to	remember,	and	told	them	where	to	find	the	information	on	the	computer.2015年高考英语安徽卷	阅读理解	阅读C	原文In	high	school,	I
became	curious	about	the	computer,	and	built	my	first	website.2016年高考英语北京卷	阅读理解	阅读A	原文In	the	first	experiment,	they	gave	people	40	unimportant	facts	to	type	into	a	computer.2015年高考英语安徽卷	阅读理解	阅读C	原文Instead,	computer	users	are	developing	stronger	transactive	memories;	that	is,	people	are	learning	how	to	organize	huge
quantities	of	information	so	that	they	are	able	to	access	it	at	a	later	date.2015年高考英语安徽卷	阅读理解	阅读C	原文It's	simpler	because,	if	you	have	a	computer,	you	can	find	information	you	need	by	searching	the	Internet.2015年高考英语湖南卷	短文填空	原文Moreover,	I	completed	the	senior	course	of	computer	basics,	plus	five	relevant	pre-college
courses.2016年高考英语北京卷	阅读理解	阅读A	原文Our	class	needs	to	go	to	the	computer	room	during	the	morning	break	on	the	18th.2016年高考英语上海卷	听力	原文Secret	codes	keep	messages	private。banks,	companies,	and	government	agencies	use	secret	codes	in	doing	business,	especially	when	information	is	sent	by	computer.2016年高考英语全国卷1
阅读理解	七选五	原文See,	your	computer	has	broken	down	again!	It	doesn't	make	sense	to	buy	the	cheapest	brand	of	computer	just	to	save	a	few	dollars.2015年高考英语天津卷	单项填空	原文She	had	learned	enough	about	computer	science.2016年高考英语北京卷	阅读理解	阅读A	选项So,	I	was	killing	my	time	at	home	until	June	2012	when	I	discovered	the	online
computer	courses	of	your	training	center.2016年高考英语北京卷	阅读理解	阅读A	原文The	first	group	of	people	understood	that	the	computer	would	save	the	information.2015年高考英语安徽卷	阅读理解	阅读C	原文The	following	items	are	approved	for	use	in	residential	rooms:	electric	blankets,	hair	dryers,	personal	computers,	radios,	televisions	and	dvd
players.2015年高考英语天津卷	阅读理解	阅读A	原文The	information	was	in	a	specific	computer	folder.2015年高考英语安徽卷	阅读理解	阅读C	原文The	possibility	of	entering	into	and	losing	such	a	match	should	concentrate	the	minds	of	computer	scientists.2017年高考英语北京卷	阅读理解	阅读D	原文The	second	group	understood	that	the	computer	would	not	save
it.2015年高考英语安徽卷	阅读理解	阅读C	原文The	sparrow's	team	typed	the	information	into	a	computer.2015年高考英语安徽卷	阅读理解	阅读C	选项They	found	that	more	on	demand	environment	viewing	on	tablets	instead	of	TVs	and	desktop	computers	could	cut	energy	consumption	by	44%.2018年高考英语全国卷I	阅读理解	阅读D	原文This	has	led	companies	and
individuals	to	donate	money	to	developing	countries	to	buy	computer	equipment	and	Internet	facilities.2019年高考英语江苏卷	阅读理解	阅读C	原文This	is	Julia	Pauling	from	CC	computer.2016年高考英语浙江卷（10月）	听力	原文Thus,	the	keyboard	can	determine	people's	identities,	and	by	extension,	whether	they	should	be	given	access	to	the	computer	it's
connected	to—regardless	of	whether	someone	gets	the	password	right.2019年高考英语全国卷I	阅读理解	阅读C	原文To	many	people,	technology	means	computers,	hand-held	devices,	or	vehicles	that	travel	to	distant	planets.2019年高考英语天津卷	阅读理解	阅读A	原文We've	been	on	the	computer	all	the	time	lately.2018年高考英语全国卷2	听力	原文In	addition,	the
computer	programs	a	company	uses	to	estimate	relationships	may	be	patented	and	not	subject	to	peer	review	or	outside	evaluation.出自-2009年考研阅读原文Building	on	the	basic	truth	about	interpersonal	influence,the	researchers	studied	the	dynamics	of	social	influence	by	conducting	thousands	of	computer	simulations	of	populations	manipulating	a
number	of	variables	relating	to	people’s	ability	to	influence	others	and	their	tendency	to	be	influenced.出自-2010年考研阅读原文All	I	have	to	do	is	to	go	to	my	CD	shelf,	or	boot	up	my	computer	and	download	still	more	recorded	music	from	iTunes.出自-2011年考研阅读原文This	is	because	the	networked	computer	has	sparked	a	secret	war	between
downloading	and	uploading	-	between	passive	consumption	and	active	creation	-	whose	outcome	will	shape	our	collective	future	in	ways	we	can	only	begin	to	imagine.出自-2012年考研阅读原文The	networked	computer	offers	the	first	chance	in	50	years	to	reverse	the	flow,	to	encourage	thoughtful	downloading	and,	even	more	importantly,	meaningful
uploading.出自-2012年考研阅读原文The	networked	computer	is	an	amazing	device,	the	first	media	machine	that	serves	as	the	mode	of	production,	means	of	distribution,	site	of	reception,	and	place	of	praise	and	critique.出自-2012年考研阅读原文The	computer	is	the	21st	century's	culture	machine.出自-2012年考研阅读原文The	challenge	the	computer	mounts
to	television	thus	bears	little	similarity	to	one	format	being	replaced	by	another	in	the	manner	of	record	players	being	replaced	by	CD	players.出自-2012年考研阅读原文Second,	the	majority	of	people	who	use	networked	computers	to	upload	are	not	even	aware	of	the	significance	of	what	they	are	doing.出自-2012年考研阅读原文But	for	all	the	reasons	there
are	to	celebrate	the	computer,	we	must	also	tread	with	caution.出自-2012年考研阅读原文Archaeologists	commonly	use	computers	to	map	sites	and	the	landscapes	around	sites.出自-2014年考研阅读原文All	I	have	to	do	is	to	go	to	my	CD	shelf,	or	boot	up	my	computer	and	download	still	more	recorded	music	from	itunes.2011年考研真题（英语一）阅读理解
Section	ⅡBuilding	on	this	basic	truth	about	interpersonal	influence,	the	researchers	studied	the	dynamics	of	social	influence	by	conducting	thousands	of	computer	simulations	of	populations,	manipulating	a	number	of	variables	relating	to	people's	ability	to	influen2010年考研真题（英语一）阅读理解	Section	ⅡBut	for	all	the	reasons	there	are	to	celebrate
the	computer,	we	must	also	act	with	caution.2012年考研真题（英语一）阅读理解	Section	Ⅱfirst,	it	is	very	expensive	to	set	up	the	computer,	card	reader,	and	telecommunications	networks	necessary	to	make	electronic	money	the	dominant	form	of	payment.2013年考研真题（英语二）完形填空	Section	ⅠIt's	true	that	high-school	coding	classes	aren't	essential
for	learning	computer	science	in	college.2016年考研真题（英语二）阅读理解	Section	ⅡThe	networked	computer	offers	the	first	chance	in	50	years	to	reverse	the	flow,	to	encourage	thoughtful	downloading	and,	even	more	importantly,	meaningful	uploading.2012年考研真题（英语一）阅读理解	Section	ⅡThe	prevention	of	this	type	of	fraud	is	no	easy	task,	and
a	new	field	of	computer	science	is	developing	to	cope	with	security	issues.2013年考研真题（英语二）完形填空	Section	ⅠThe	robots	rats	were	quite	minimalist,	resembling	a	chunkier	version	of	a	computer	mouse	with	wheels-to	move	around	and	colorful	markings.2020年考研真题（英语二）阅读理解	Section	ⅡThe	system	might	use	a	smart	identity	card,	or	a
digital	credential	linked	to	a	specific	computer,	and	would	authenticate	users	at	a	range	of	online	services.2011年考研真题（英语二）完形填空	Section	ⅠWe	often	hear	media	reports	that	an	unauthorized	hacker	has	been	able	to	access	a	computer	database	and	to	alter	information	stored	there.2013年考研真题（英语二）完形填空	Section	ⅠWhen	younger	kids
learn	computer	science,	they	learn	that	it's	not	just	a	confusing,	endless	string	of	letters	and	numbers	--	but	a	tool	to	build	apps,	or	create	artwork,	or	test	hypotheses.2016年考研真题（英语二）阅读理解	Section	Ⅱ	/en/tr_zh-cn-computer-basics/-about/content/	什么是计算机？	计算机又被称为电脑，是一种操纵信息或数据的电子设备。它具有存储、检索和处理数据的能
力。你可能已经知道了可以使用计算机键入文档、发送电子邮件、玩游戏和浏览网络。你还可以用它来编辑或创建电子表格、演示文稿，甚至视频。	请观看下面的视频，来了解不同的计算机类型。	在我们讨论计算机的不同类型之前，让我们先讨论一下所有计算机都有的两个共同点：硬件和软件。	硬件是计算机中具有实体结构的任何部分，例如键盘或鼠标。它还包括所有计算机的内部部件——你可以在下
图中看到。	软件是告诉硬件要做什么以及如何做的一组指令。一些软件实例包括网页浏览器、游戏和文字处理器。下面，你可以看到用于创建演示文稿的微软演示文稿软件Microsoft	PowerPoint的截图。	你在计算机上执行的所有操作都依赖于硬件和软件。例如，你现在可以在网页浏览器（软件）中查看本课程，并使用鼠标（硬件）从一个页面点击到另一页面。当你在学习不同类型的计算机时，问问自
己它们的硬件有什么不同。在学习本教程的过程中，你会看到不同类型的计算机也经常使用不同类型的软件。	有哪些不同类型的计算机？	当大多数人听到“计算机”这个词时，他们会想到个人计算机，如台式机或笔记本电脑。然而，计算机有许多形状和大小，并且它们在我们的日常生活中执行许多不同的功能。当你从机器提取现金、在商店扫描杂货、或使用计算器时，你实际上在使用一种计算机。	台式计
算机	许多人在工作、家庭和学校使用台式计算机，其又被称为台式机、台式电脑。台式计算机被设计为放在桌面上。它们通常由几个不同的部件组成，包括主机箱、显示器、键盘和鼠标。	你可能熟悉的第二种类型的计算机是膝上型计算机，通常被称为手提电脑或笔记本电脑。笔记本电脑是电池供电的计算机，比台式机更便携，允许你在几乎任何地方使用它们。	平板计算机	又被称为平板电脑或简称平板，
是比笔记本电脑更便携的手持式计算机。平板电脑使用触摸屏代替键盘和鼠标来进行输入和导航。iPad就是平板的一个例子。	服务器	服务器，又名伺服器，是向网络上的其他计算机提供信息的计算机。例如，无论何时使用因特网，你都是在查看存储在服务器上的内容。许多企业还使用本地文件服务器来内部存储和共享文件。	今天的许多电子产品基本上都是专用计算机，但我们并没有意识到这些。这里有
几个常见的例子。	智能手机：许多手机可以做许多计算机可以做的事情，包括浏览因特网和玩游戏。它们通常被称为智能手机。	可穿戴设备：可穿戴技术是一组设备的总称，包括被设计成全天佩戴的健身追踪器和智能手表。这些设备通常被称为可穿戴设备。	游戏主机：游戏主机是一种专门用于在电视上玩视频游戏的计算机。	电视：现在很多电视都包含可让你访问各类在线内容的应用程序，或简称“应
用”。例如，你可以将来自因特网的视频直接传输到电视上。	PC机和苹果机	个人电脑有两种主要风格：PC机和苹果机。两者都功能齐全，但有不同的外观和感觉。很多人会偏好某一种。	PC机	此类型的计算机始于1981年推出的原始IBM	PC。其他公司开始创建类似的计算机，被称为IBM	PC兼容（通常缩写为PC）。今天，这是最常见的个人电脑类型。它通常包括了微软Windows操作系统。	苹果机
（Mac)	麦金塔电脑Macintosh于1984年问世，	是第一台大量售出的具有图形用户界面（GUI）的个人计算机。所有苹果机都是由一家公司（苹果公司）制造的，而且他们几乎总是使用Mac	OS	X	（读作“Ｍac	OS	10”）操作系统。	/en/tr_zh-cn-computer-basics/-basic-parts/content/	Programmable	machine	that	processes	data	For	the	consumer	oriented	device	which	is	also
usually	just	called	a	computer,	see	Personal	computer.	For	other	uses,	see	Computer	(disambiguation).	Computers	and	computing	devices	from	different	eras—left	to	right,	top	to	bottom:	Early	vacuum	tube	computer	(ENIAC)Mainframe	computer	(IBM	System/360)Smartphone	(LYF	Water	2)Desktop	computer	(IBM	ThinkCentre	S50	with
monitor)Video	game	console	(Nintendo	GameCube)Supercomputer	(IBM	Summit)	A	computer	is	a	machine	that	can	be	programmed	to	automatically	carry	out	sequences	of	arithmetic	or	logical	operations	(computation).	Modern	digital	electronic	computers	can	perform	generic	sets	of	operations	known	as	programs,	which	enable	computers	to
perform	a	wide	range	of	tasks.	The	term	computer	system	may	refer	to	a	nominally	complete	computer	that	includes	the	hardware,	operating	system,	software,	and	peripheral	equipment	needed	and	used	for	full	operation;	or	to	a	group	of	computers	that	are	linked	and	function	together,	such	as	a	computer	network	or	computer	cluster.	A	broad	range
of	industrial	and	consumer	products	use	computers	as	control	systems,	including	simple	special-purpose	devices	like	microwave	ovens	and	remote	controls,	and	factory	devices	like	industrial	robots.	Computers	are	at	the	core	of	general-purpose	devices	such	as	personal	computers	and	mobile	devices	such	as	smartphones.	Computers	power	the
Internet,	which	links	billions	of	computers	and	users.	Early	computers	were	meant	to	be	used	only	for	calculations.	Simple	manual	instruments	like	the	abacus	have	aided	people	in	doing	calculations	since	ancient	times.	Early	in	the	Industrial	Revolution,	some	mechanical	devices	were	built	to	automate	long,	tedious	tasks,	such	as	guiding	patterns	for
looms.	More	sophisticated	electrical	machines	did	specialized	analog	calculations	in	the	early	20th	century.	The	first	digital	electronic	calculating	machines	were	developed	during	World	War	II,	both	electromechanical	and	using	thermionic	valves.	The	first	semiconductor	transistors	in	the	late	1940s	were	followed	by	the	silicon-based	MOSFET	(MOS
transistor)	and	monolithic	integrated	circuit	chip	technologies	in	the	late	1950s,	leading	to	the	microprocessor	and	the	microcomputer	revolution	in	the	1970s.	The	speed,	power,	and	versatility	of	computers	have	been	increasing	dramatically	ever	since	then,	with	transistor	counts	increasing	at	a	rapid	pace	(Moore's	law	noted	that	counts	doubled
every	two	years),	leading	to	the	Digital	Revolution	during	the	late	20th	and	early	21st	centuries.	Conventionally,	a	modern	computer	consists	of	at	least	one	processing	element,	typically	a	central	processing	unit	(CPU)	in	the	form	of	a	microprocessor,	together	with	some	type	of	computer	memory,	typically	semiconductor	memory	chips.	The
processing	element	carries	out	arithmetic	and	logical	operations,	and	a	sequencing	and	control	unit	can	change	the	order	of	operations	in	response	to	stored	information.	Peripheral	devices	include	input	devices	(keyboards,	mice,	joysticks,	etc.),	output	devices	(monitors,	printers,	etc.),	and	input/output	devices	that	perform	both	functions	(e.g.
touchscreens).	Peripheral	devices	allow	information	to	be	retrieved	from	an	external	source,	and	they	enable	the	results	of	operations	to	be	saved	and	retrieved.	A	human	computer,	with	microscope	and	calculator,	1952	It	was	not	until	the	mid-20th	century	that	the	word	acquired	its	modern	definition;	according	to	the	Oxford	English	Dictionary,	the
first	known	use	of	the	word	computer	was	in	a	different	sense,	in	a	1613	book	called	The	Yong	Mans	Gleanings	by	the	English	writer	Richard	Brathwait:	"I	haue	[sic]	read	the	truest	computer	of	Times,	and	the	best	Arithmetician	that	euer	[sic]	breathed,	and	he	reduceth	thy	dayes	into	a	short	number."	This	usage	of	the	term	referred	to	a	human
computer,	a	person	who	carried	out	calculations	or	computations.	The	word	continued	to	have	the	same	meaning	until	the	middle	of	the	20th	century.	During	the	latter	part	of	this	period,	women	were	often	hired	as	computers	because	they	could	be	paid	less	than	their	male	counterparts.[1]	By	1943,	most	human	computers	were	women.[2]	The
Online	Etymology	Dictionary	gives	the	first	attested	use	of	computer	in	the	1640s,	meaning	'one	who	calculates';	this	is	an	"agent	noun	from	compute	(v.)".	The	Online	Etymology	Dictionary	states	that	the	use	of	the	term	to	mean	"'calculating	machine'	(of	any	type)	is	from	1897."	The	Online	Etymology	Dictionary	indicates	that	the	"modern	use"	of	the
term,	to	mean	'programmable	digital	electronic	computer'	dates	from	"1945	under	this	name;	[in	a]	theoretical	[sense]	from	1937,	as	Turing	machine".[3]	The	name	has	remained,	although	modern	computers	are	capable	of	many	higher-level	functions.	Main	articles:	History	of	computing	and	History	of	computing	hardware	For	a	chronological	guide,
see	Timeline	of	computing.	The	Ishango	bone,	a	bone	tool	dating	back	to	prehistoric	Africa	Devices	have	been	used	to	aid	computation	for	thousands	of	years,	mostly	using	one-to-one	correspondence	with	fingers.	The	earliest	counting	device	was	most	likely	a	form	of	tally	stick.	Later	record	keeping	aids	throughout	the	Fertile	Crescent	included
calculi	(clay	spheres,	cones,	etc.)	which	represented	counts	of	items,	likely	livestock	or	grains,	sealed	in	hollow	unbaked	clay	containers.[a][4]	The	use	of	counting	rods	is	one	example.	The	Chinese	suanpan	(算盘).	The	number	represented	on	this	abacus	is	6,302,715,408.	The	abacus	was	initially	used	for	arithmetic	tasks.	The	Roman	abacus	was
developed	from	devices	used	in	Babylonia	as	early	as	2400	BCE.	Since	then,	many	other	forms	of	reckoning	boards	or	tables	have	been	invented.	In	a	medieval	European	counting	house,	a	checkered	cloth	would	be	placed	on	a	table,	and	markers	moved	around	on	it	according	to	certain	rules,	as	an	aid	to	calculating	sums	of	money.[5]	The	Antikythera
mechanism,	dating	back	to	ancient	Greece	circa	200–80	BCE,	is	an	early	analog	computing	device.	The	Antikythera	mechanism	is	believed	to	be	the	earliest	known	mechanical	analog	computer,	according	to	Derek	J.	de	Solla	Price.[6]	It	was	designed	to	calculate	astronomical	positions.	It	was	discovered	in	1901	in	the	Antikythera	wreck	off	the	Greek
island	of	Antikythera,	between	Kythera	and	Crete,	and	has	been	dated	to	approximately	c. 100	BCE.	Devices	of	comparable	complexity	to	the	Antikythera	mechanism	would	not	reappear	until	the	fourteenth	century.[7]	Many	mechanical	aids	to	calculation	and	measurement	were	constructed	for	astronomical	and	navigation	use.	The	planisphere	was	a
star	chart	invented	by	Abū	Rayhān	al-Bīrūnī	in	the	early	11th	century.[8]	The	astrolabe	was	invented	in	the	Hellenistic	world	in	either	the	1st	or	2nd	centuries	BCE	and	is	often	attributed	to	Hipparchus.	A	combination	of	the	planisphere	and	dioptra,	the	astrolabe	was	effectively	an	analog	computer	capable	of	working	out	several	different	kinds	of
problems	in	spherical	astronomy.	An	astrolabe	incorporating	a	mechanical	calendar	computer[9][10]	and	gear-wheels	was	invented	by	Abi	Bakr	of	Isfahan,	Persia	in	1235.[11]	Abū	Rayhān	al-Bīrūnī	invented	the	first	mechanical	geared	lunisolar	calendar	astrolabe,[12]	an	early	fixed-wired	knowledge	processing	machine[13]	with	a	gear	train	and	gear-
wheels,[14]	c. 1000	AD.	The	sector,	a	calculating	instrument	used	for	solving	problems	in	proportion,	trigonometry,	multiplication	and	division,	and	for	various	functions,	such	as	squares	and	cube	roots,	was	developed	in	the	late	16th	century	and	found	application	in	gunnery,	surveying	and	navigation.	The	planimeter	was	a	manual	instrument	to
calculate	the	area	of	a	closed	figure	by	tracing	over	it	with	a	mechanical	linkage.	A	slide	rule	The	slide	rule	was	invented	around	1620–1630,	by	the	English	clergyman	William	Oughtred,	shortly	after	the	publication	of	the	concept	of	the	logarithm.	It	is	a	hand-operated	analog	computer	for	doing	multiplication	and	division.	As	slide	rule	development
progressed,	added	scales	provided	reciprocals,	squares	and	square	roots,	cubes	and	cube	roots,	as	well	as	transcendental	functions	such	as	logarithms	and	exponentials,	circular	and	hyperbolic	trigonometry	and	other	functions.	Slide	rules	with	special	scales	are	still	used	for	quick	performance	of	routine	calculations,	such	as	the	E6B	circular	slide
rule	used	for	time	and	distance	calculations	on	light	aircraft.	In	the	1770s,	Pierre	Jaquet-Droz,	a	Swiss	watchmaker,	built	a	mechanical	doll	(automaton)	that	could	write	holding	a	quill	pen.	By	switching	the	number	and	order	of	its	internal	wheels	different	letters,	and	hence	different	messages,	could	be	produced.	In	effect,	it	could	be	mechanically
"programmed"	to	read	instructions.	Along	with	two	other	complex	machines,	the	doll	is	at	the	Musée	d'Art	et	d'Histoire	of	Neuchâtel,	Switzerland,	and	still	operates.[15]	In	1831–1835,	mathematician	and	engineer	Giovanni	Plana	devised	a	Perpetual	Calendar	machine,	which	through	a	system	of	pulleys	and	cylinders	could	predict	the	perpetual
calendar	for	every	year	from	0	CE	(that	is,	1	BCE)	to	4000	CE,	keeping	track	of	leap	years	and	varying	day	length.	The	tide-predicting	machine	invented	by	the	Scottish	scientist	Sir	William	Thomson	in	1872	was	of	great	utility	to	navigation	in	shallow	waters.	It	used	a	system	of	pulleys	and	wires	to	automatically	calculate	predicted	tide	levels	for	a	set
period	at	a	particular	location.	The	differential	analyser,	a	mechanical	analog	computer	designed	to	solve	differential	equations	by	integration,	used	wheel-and-disc	mechanisms	to	perform	the	integration.	In	1876,	Sir	William	Thomson	had	already	discussed	the	possible	construction	of	such	calculators,	but	he	had	been	stymied	by	the	limited	output
torque	of	the	ball-and-disk	integrators.[16]	In	a	differential	analyzer,	the	output	of	one	integrator	drove	the	input	of	the	next	integrator,	or	a	graphing	output.	The	torque	amplifier	was	the	advance	that	allowed	these	machines	to	work.	Starting	in	the	1920s,	Vannevar	Bush	and	others	developed	mechanical	differential	analyzers.	In	the	1890s,	the
Spanish	engineer	Leonardo	Torres	Quevedo	began	to	develop	a	series	of	advanced	analog	machines	that	could	solve	real	and	complex	roots	of	polynomials,[17][18][19][20]	which	were	published	in	1901	by	the	Paris	Academy	of	Sciences.[21]	Charles	Babbage	A	diagram	of	a	portion	of	Babbage's	Difference	engineThe	Difference	Engine	Number	2	at
the	Intellectual	Ventures	laboratory	in	Seattle	Charles	Babbage,	an	English	mechanical	engineer	and	polymath,	originated	the	concept	of	a	programmable	computer.	Considered	the	"father	of	the	computer",[22]	he	conceptualized	and	invented	the	first	mechanical	computer	in	the	early	19th	century.	After	working	on	his	difference	engine	he
announced	his	invention	in	1822,	in	a	paper	to	the	Royal	Astronomical	Society,	titled	"Note	on	the	application	of	machinery	to	the	computation	of	astronomical	and	mathematical	tables".[23]	He	also	designed	to	aid	in	navigational	calculations,	in	1833	he	realized	that	a	much	more	general	design,	an	analytical	engine,	was	possible.	The	input	of
programs	and	data	was	to	be	provided	to	the	machine	via	punched	cards,	a	method	being	used	at	the	time	to	direct	mechanical	looms	such	as	the	Jacquard	loom.	For	output,	the	machine	would	have	a	printer,	a	curve	plotter	and	a	bell.	The	machine	would	also	be	able	to	punch	numbers	onto	cards	to	be	read	in	later.	The	engine	would	incorporate	an
arithmetic	logic	unit,	control	flow	in	the	form	of	conditional	branching	and	loops,	and	integrated	memory,	making	it	the	first	design	for	a	general-purpose	computer	that	could	be	described	in	modern	terms	as	Turing-complete.[24][25]	The	machine	was	about	a	century	ahead	of	its	time.	All	the	parts	for	his	machine	had	to	be	made	by	hand	–	this	was	a
major	problem	for	a	device	with	thousands	of	parts.	Eventually,	the	project	was	dissolved	with	the	decision	of	the	British	Government	to	cease	funding.	Babbage's	failure	to	complete	the	analytical	engine	can	be	chiefly	attributed	to	political	and	financial	difficulties	as	well	as	his	desire	to	develop	an	increasingly	sophisticated	computer	and	to	move
ahead	faster	than	anyone	else	could	follow.	Nevertheless,	his	son,	Henry	Babbage,	completed	a	simplified	version	of	the	analytical	engine's	computing	unit	(the	mill)	in	1888.	He	gave	a	successful	demonstration	of	its	use	in	computing	tables	in	1906.	Electro-mechanical	calculator	(1920)	by	Leonardo	Torres	Quevedo.	In	his	work	Essays	on	Automatics
published	in	1914,	Leonardo	Torres	Quevedo	wrote	a	brief	history	of	Babbage's	efforts	at	constructing	a	mechanical	Difference	Engine	and	Analytical	Engine.	The	paper	contains	a	design	of	a	machine	capable	to	calculate	formulas	like	a	x	(	y	−	z	)	2	{\displaystyle	a^{x}(y-z)^{2}}	,	for	a	sequence	of	sets	of	values.	The	whole	machine	was	to	be
controlled	by	a	read-only	program,	which	was	complete	with	provisions	for	conditional	branching.	He	also	introduced	the	idea	of	floating-point	arithmetic.[26][27][28]	In	1920,	to	celebrate	the	100th	anniversary	of	the	invention	of	the	arithmometer,	Torres	presented	in	Paris	the	Electromechanical	Arithmometer,	which	allowed	a	user	to	input
arithmetic	problems	through	a	keyboard,	and	computed	and	printed	the	results,[29][30][31][32]	demonstrating	the	feasibility	of	an	electromechanical	analytical	engine.[33]	Main	article:	Analog	computer	Sir	William	Thomson's	third	tide-predicting	machine	design,	1879–81	During	the	first	half	of	the	20th	century,	many	scientific	computing	needs
were	met	by	increasingly	sophisticated	analog	computers,	which	used	a	direct	mechanical	or	electrical	model	of	the	problem	as	a	basis	for	computation.	However,	these	were	not	programmable	and	generally	lacked	the	versatility	and	accuracy	of	modern	digital	computers.[34]	The	first	modern	analog	computer	was	a	tide-predicting	machine,	invented
by	Sir	William	Thomson	(later	to	become	Lord	Kelvin)	in	1872.	The	differential	analyser,	a	mechanical	analog	computer	designed	to	solve	differential	equations	by	integration	using	wheel-and-disc	mechanisms,	was	conceptualized	in	1876	by	James	Thomson,	the	elder	brother	of	the	more	famous	Sir	William	Thomson.[16]	The	art	of	mechanical	analog
computing	reached	its	zenith	with	the	differential	analyzer,	completed	in	1931	by	Vannevar	Bush	at	MIT.[35]	By	the	1950s,	the	success	of	digital	electronic	computers	had	spelled	the	end	for	most	analog	computing	machines,	but	analog	computers	remained	in	use	during	the	1950s	in	some	specialized	applications	such	as	education	(slide	rule)	and
aircraft	(control	systems).[citation	needed]	Claude	Shannon's	1937	master's	thesis	laid	the	foundations	of	digital	computing,	with	his	insight	of	applying	Boolean	algebra	to	the	analysis	and	synthesis	of	switching	circuits	being	the	basic	concept	which	underlies	all	electronic	digital	computers.[36][37]	By	1938,	the	United	States	Navy	had	developed	the
Torpedo	Data	Computer,	an	electromechanical	analog	computer	for	submarines	that	used	trigonometry	to	solve	the	problem	of	firing	a	torpedo	at	a	moving	target.	During	World	War	II,	similar	devices	were	developed	in	other	countries.[38]	Replica	of	Konrad	Zuse's	Z3,	the	first	fully	automatic,	digital	(electromechanical)	computer	Early	digital
computers	were	electromechanical;	electric	switches	drove	mechanical	relays	to	perform	the	calculation.	These	devices	had	a	low	operating	speed	and	were	eventually	superseded	by	much	faster	all-electric	computers,	originally	using	vacuum	tubes.	The	Z2,	created	by	German	engineer	Konrad	Zuse	in	1939	in	Berlin,	was	one	of	the	earliest	examples
of	an	electromechanical	relay	computer.[39]	Konrad	Zuse,	inventor	of	the	modern	computer[40][41]	In	1941,	Zuse	followed	his	earlier	machine	up	with	the	Z3,	the	world's	first	working	electromechanical	programmable,	fully	automatic	digital	computer.[42][43]	The	Z3	was	built	with	2000	relays,	implementing	a	22	bit	word	length	that	operated	at	a
clock	frequency	of	about	5–10	Hz.[44]	Program	code	was	supplied	on	punched	film	while	data	could	be	stored	in	64	words	of	memory	or	supplied	from	the	keyboard.	It	was	quite	similar	to	modern	machines	in	some	respects,	pioneering	numerous	advances	such	as	floating-point	numbers.	Rather	than	the	harder-to-implement	decimal	system	(used	in
Charles	Babbage's	earlier	design),	using	a	binary	system	meant	that	Zuse's	machines	were	easier	to	build	and	potentially	more	reliable,	given	the	technologies	available	at	that	time.[45]	The	Z3	was	not	itself	a	universal	computer	but	could	be	extended	to	be	Turing	complete.[46][47]	Zuse's	next	computer,	the	Z4,	became	the	world's	first	commercial
computer;	after	initial	delay	due	to	the	Second	World	War,	it	was	completed	in	1950	and	delivered	to	the	ETH	Zurich.[48]	The	computer	was	manufactured	by	Zuse's	own	company,	Zuse	KG,	which	was	founded	in	1941	as	the	first	company	with	the	sole	purpose	of	developing	computers	in	Berlin.[48]	The	Z4	served	as	the	inspiration	for	the
construction	of	the	ERMETH,	the	first	Swiss	computer	and	one	of	the	first	in	Europe.[49]	Purely	electronic	circuit	elements	soon	replaced	their	mechanical	and	electromechanical	equivalents,	at	the	same	time	that	digital	calculation	replaced	analog.	The	engineer	Tommy	Flowers,	working	at	the	Post	Office	Research	Station	in	London	in	the	1930s,
began	to	explore	the	possible	use	of	electronics	for	the	telephone	exchange.	Experimental	equipment	that	he	built	in	1934	went	into	operation	five	years	later,	converting	a	portion	of	the	telephone	exchange	network	into	an	electronic	data	processing	system,	using	thousands	of	vacuum	tubes.[34]	In	the	US,	John	Vincent	Atanasoff	and	Clifford	E.	Berry
of	Iowa	State	University	developed	and	tested	the	Atanasoff–Berry	Computer	(ABC)	in	1942,[50]	the	first	"automatic	electronic	digital	computer".[51]	This	design	was	also	all-electronic	and	used	about	300	vacuum	tubes,	with	capacitors	fixed	in	a	mechanically	rotating	drum	for	memory.[52]	Colossus,	the	first	electronic	digital	programmable
computing	device,	was	used	to	break	German	ciphers	during	World	War	II.	It	is	seen	here	in	use	at	Bletchley	Park	in	1943.	During	World	War	II,	the	British	code-breakers	at	Bletchley	Park	achieved	a	number	of	successes	at	breaking	encrypted	German	military	communications.	The	German	encryption	machine,	Enigma,	was	first	attacked	with	the
help	of	the	electro-mechanical	bombes	which	were	often	run	by	women.[53][54]	To	crack	the	more	sophisticated	German	Lorenz	SZ	40/42	machine,	used	for	high-level	Army	communications,	Max	Newman	and	his	colleagues	commissioned	Flowers	to	build	the	Colossus.[52]	He	spent	eleven	months	from	early	February	1943	designing	and	building	the
first	Colossus.[55]	After	a	functional	test	in	December	1943,	Colossus	was	shipped	to	Bletchley	Park,	where	it	was	delivered	on	18	January	1944[56]	and	attacked	its	first	message	on	5	February.[52]	Colossus	was	the	world's	first	electronic	digital	programmable	computer.[34]	It	used	a	large	number	of	valves	(vacuum	tubes).	It	had	paper-tape	input
and	was	capable	of	being	configured	to	perform	a	variety	of	boolean	logical	operations	on	its	data,	but	it	was	not	Turing-complete.	Nine	Mk	II	Colossi	were	built	(The	Mk	I	was	converted	to	a	Mk	II	making	ten	machines	in	total).	Colossus	Mark	I	contained	1,500	thermionic	valves	(tubes),	but	Mark	II	with	2,400	valves,	was	both	five	times	faster	and
simpler	to	operate	than	Mark	I,	greatly	speeding	the	decoding	process.[57][58]	ENIAC	was	the	first	electronic,	Turing-complete	device,	and	performed	ballistics	trajectory	calculations	for	the	United	States	Army.	The	ENIAC[59]	(Electronic	Numerical	Integrator	and	Computer)	was	the	first	electronic	programmable	computer	built	in	the	U.S.	Although
the	ENIAC	was	similar	to	the	Colossus,	it	was	much	faster,	more	flexible,	and	it	was	Turing-complete.	Like	the	Colossus,	a	"program"	on	the	ENIAC	was	defined	by	the	states	of	its	patch	cables	and	switches,	a	far	cry	from	the	stored	program	electronic	machines	that	came	later.	Once	a	program	was	written,	it	had	to	be	mechanically	set	into	the
machine	with	manual	resetting	of	plugs	and	switches.	The	programmers	of	the	ENIAC	were	six	women,	often	known	collectively	as	the	"ENIAC	girls".[60][61]	It	combined	the	high	speed	of	electronics	with	the	ability	to	be	programmed	for	many	complex	problems.	It	could	add	or	subtract	5000	times	a	second,	a	thousand	times	faster	than	any	other
machine.	It	also	had	modules	to	multiply,	divide,	and	square	root.	High	speed	memory	was	limited	to	20	words	(about	80	bytes).	Built	under	the	direction	of	John	Mauchly	and	J.	Presper	Eckert	at	the	University	of	Pennsylvania,	ENIAC's	development	and	construction	lasted	from	1943	to	full	operation	at	the	end	of	1945.	The	machine	was	huge,
weighing	30	tons,	using	200	kilowatts	of	electric	power	and	contained	over	18,000	vacuum	tubes,	1,500	relays,	and	hundreds	of	thousands	of	resistors,	capacitors,	and	inductors.[62]	The	principle	of	the	modern	computer	was	proposed	by	Alan	Turing	in	his	seminal	1936	paper,[63]	On	Computable	Numbers.	Turing	proposed	a	simple	device	that	he
called	"Universal	Computing	machine"	and	that	is	now	known	as	a	universal	Turing	machine.	He	proved	that	such	a	machine	is	capable	of	computing	anything	that	is	computable	by	executing	instructions	(program)	stored	on	tape,	allowing	the	machine	to	be	programmable.	The	fundamental	concept	of	Turing's	design	is	the	stored	program,	where	all
the	instructions	for	computing	are	stored	in	memory.	Von	Neumann	acknowledged	that	the	central	concept	of	the	modern	computer	was	due	to	this	paper.[64]	Turing	machines	are	to	this	day	a	central	object	of	study	in	theory	of	computation.	Except	for	the	limitations	imposed	by	their	finite	memory	stores,	modern	computers	are	said	to	be	Turing-
complete,	which	is	to	say,	they	have	algorithm	execution	capability	equivalent	to	a	universal	Turing	machine.	Main	article:	Stored-program	computer	A	section	of	the	reconstructed	Manchester	Baby,	the	first	electronic	stored-program	computer	Early	computing	machines	had	fixed	programs.	Changing	its	function	required	the	re-wiring	and	re-
structuring	of	the	machine.[52]	With	the	proposal	of	the	stored-program	computer	this	changed.	A	stored-program	computer	includes	by	design	an	instruction	set	and	can	store	in	memory	a	set	of	instructions	(a	program)	that	details	the	computation.	The	theoretical	basis	for	the	stored-program	computer	was	laid	out	by	Alan	Turing	in	his	1936	paper.
In	1945,	Turing	joined	the	National	Physical	Laboratory	and	began	work	on	developing	an	electronic	stored-program	digital	computer.	His	1945	report	"Proposed	Electronic	Calculator"	was	the	first	specification	for	such	a	device.	John	von	Neumann	at	the	University	of	Pennsylvania	also	circulated	his	First	Draft	of	a	Report	on	the	EDVAC	in	1945.[34]
The	Manchester	Baby	was	the	world's	first	stored-program	computer.	It	was	built	at	the	University	of	Manchester	in	England	by	Frederic	C.	Williams,	Tom	Kilburn	and	Geoff	Tootill,	and	ran	its	first	program	on	21	June	1948.[65]	It	was	designed	as	a	testbed	for	the	Williams	tube,	the	first	random-access	digital	storage	device.[66]	Although	the
computer	was	described	as	"small	and	primitive"	by	a	1998	retrospective,	it	was	the	first	working	machine	to	contain	all	of	the	elements	essential	to	a	modern	electronic	computer.[67]	As	soon	as	the	Baby	had	demonstrated	the	feasibility	of	its	design,	a	project	began	at	the	university	to	develop	it	into	a	practically	useful	computer,	the	Manchester
Mark	1.	The	Mark	1	in	turn	quickly	became	the	prototype	for	the	Ferranti	Mark	1,	the	world's	first	commercially	available	general-purpose	computer.[68]	Built	by	Ferranti,	it	was	delivered	to	the	University	of	Manchester	in	February	1951.	At	least	seven	of	these	later	machines	were	delivered	between	1953	and	1957,	one	of	them	to	Shell	labs	in
Amsterdam.[69]	In	October	1947	the	directors	of	British	catering	company	J.	Lyons	&	Company	decided	to	take	an	active	role	in	promoting	the	commercial	development	of	computers.	Lyons's	LEO	I	computer,	modelled	closely	on	the	Cambridge	EDSAC	of	1949,	became	operational	in	April	1951[70]	and	ran	the	world's	first	routine	office	computer	job.
Main	articles:	Transistor	and	History	of	the	transistor	Further	information:	Transistor	computer	and	MOSFET	Bipolar	junction	transistor	(BJT)	The	concept	of	a	field-effect	transistor	was	proposed	by	Julius	Edgar	Lilienfeld	in	1925.	John	Bardeen	and	Walter	Brattain,	while	working	under	William	Shockley	at	Bell	Labs,	built	the	first	working	transistor,
the	point-contact	transistor,	in	1947,	which	was	followed	by	Shockley's	bipolar	junction	transistor	in	1948.[71][72]	From	1955	onwards,	transistors	replaced	vacuum	tubes	in	computer	designs,	giving	rise	to	the	"second	generation"	of	computers.	Compared	to	vacuum	tubes,	transistors	have	many	advantages:	they	are	smaller,	and	require	less	power
than	vacuum	tubes,	so	give	off	less	heat.	Junction	transistors	were	much	more	reliable	than	vacuum	tubes	and	had	longer,	indefinite,	service	life.	Transistorized	computers	could	contain	tens	of	thousands	of	binary	logic	circuits	in	a	relatively	compact	space.	However,	early	junction	transistors	were	relatively	bulky	devices	that	were	difficult	to
manufacture	on	a	mass-production	basis,	which	limited	them	to	a	number	of	specialized	applications.[73]	At	the	University	of	Manchester,	a	team	under	the	leadership	of	Tom	Kilburn	designed	and	built	a	machine	using	the	newly	developed	transistors	instead	of	valves.[74]	Their	first	transistorized	computer	and	the	first	in	the	world,	was	operational
by	1953,	and	a	second	version	was	completed	there	in	April	1955.	However,	the	machine	did	make	use	of	valves	to	generate	its	125	kHz	clock	waveforms	and	in	the	circuitry	to	read	and	write	on	its	magnetic	drum	memory,	so	it	was	not	the	first	completely	transistorized	computer.	That	distinction	goes	to	the	Harwell	CADET	of	1955,[75]	built	by	the
electronics	division	of	the	Atomic	Energy	Research	Establishment	at	Harwell.[75][76]	MOSFET	(MOS	transistor),	showing	gate	(G),	body	(B),	source	(S)	and	drain	(D)	terminals.	The	gate	is	separated	from	the	body	by	an	insulating	layer	(pink).	The	metal–oxide–silicon	field-effect	transistor	(MOSFET),	also	known	as	the	MOS	transistor,	was	invented	at
Bell	Labs	between	1955	and	1960[77][78][79][80][81][82]	and	was	the	first	truly	compact	transistor	that	could	be	miniaturized	and	mass-produced	for	a	wide	range	of	uses.[73]	With	its	high	scalability,[83]	and	much	lower	power	consumption	and	higher	density	than	bipolar	junction	transistors,[84]	the	MOSFET	made	it	possible	to	build	high-density
integrated	circuits.[85][86]	In	addition	to	data	processing,	it	also	enabled	the	practical	use	of	MOS	transistors	as	memory	cell	storage	elements,	leading	to	the	development	of	MOS	semiconductor	memory,	which	replaced	earlier	magnetic-core	memory	in	computers.	The	MOSFET	led	to	the	microcomputer	revolution,[87]	and	became	the	driving	force
behind	the	computer	revolution.[88][89]	The	MOSFET	is	the	most	widely	used	transistor	in	computers,[90][91]	and	is	the	fundamental	building	block	of	digital	electronics.[92]	Main	articles:	Integrated	circuit	and	Invention	of	the	integrated	circuit	Further	information:	Planar	process	and	Microprocessor	Integrated	circuits	are	typically	packaged	in
plastic,	metal,	or	ceramic	cases	to	protect	the	IC	from	damage	and	for	ease	of	assembly.	The	next	great	advance	in	computing	power	came	with	the	advent	of	the	integrated	circuit	(IC).	The	idea	of	the	integrated	circuit	was	first	conceived	by	a	radar	scientist	working	for	the	Royal	Radar	Establishment	of	the	Ministry	of	Defence,	Geoffrey	W.A.
Dummer.	Dummer	presented	the	first	public	description	of	an	integrated	circuit	at	the	Symposium	on	Progress	in	Quality	Electronic	Components	in	Washington,	D.C.,	on	7	May	1952.[93]	The	first	working	ICs	were	invented	by	Jack	Kilby	at	Texas	Instruments	and	Robert	Noyce	at	Fairchild	Semiconductor.[94]	Kilby	recorded	his	initial	ideas	concerning
the	integrated	circuit	in	July	1958,	successfully	demonstrating	the	first	working	integrated	example	on	12	September	1958.[95]	In	his	patent	application	of	6	February	1959,	Kilby	described	his	new	device	as	"a	body	of	semiconductor	material	...	wherein	all	the	components	of	the	electronic	circuit	are	completely	integrated".[96][97]	However,	Kilby's
invention	was	a	hybrid	integrated	circuit	(hybrid	IC),	rather	than	a	monolithic	integrated	circuit	(IC)	chip.[98]	Kilby's	IC	had	external	wire	connections,	which	made	it	difficult	to	mass-produce.[99]	Noyce	also	came	up	with	his	own	idea	of	an	integrated	circuit	half	a	year	later	than	Kilby.[100]	Noyce's	invention	was	the	first	true	monolithic	IC	chip.
[101][99]	His	chip	solved	many	practical	problems	that	Kilby's	had	not.	Produced	at	Fairchild	Semiconductor,	it	was	made	of	silicon,	whereas	Kilby's	chip	was	made	of	germanium.	Noyce's	monolithic	IC	was	fabricated	using	the	planar	process,	developed	by	his	colleague	Jean	Hoerni	in	early	1959.	In	turn,	the	planar	process	was	based	on	Carl	Frosch
and	Lincoln	Derick	work	on	semiconductor	surface	passivation	by	silicon	dioxide.[102][103][104][105][106][107]	Modern	monolithic	ICs	are	predominantly	MOS	(metal–oxide–semiconductor)	integrated	circuits,	built	from	MOSFETs	(MOS	transistors).[108]	The	earliest	experimental	MOS	IC	to	be	fabricated	was	a	16-transistor	chip	built	by	Fred
Heiman	and	Steven	Hofstein	at	RCA	in	1962.[109]	General	Microelectronics	later	introduced	the	first	commercial	MOS	IC	in	1964,[110]	developed	by	Robert	Norman.[109]	Following	the	development	of	the	self-aligned	gate	(silicon-gate)	MOS	transistor	by	Robert	Kerwin,	Donald	Klein	and	John	Sarace	at	Bell	Labs	in	1967,	the	first	silicon-gate	MOS	IC
with	self-aligned	gates	was	developed	by	Federico	Faggin	at	Fairchild	Semiconductor	in	1968.[111]	The	MOSFET	has	since	become	the	most	critical	device	component	in	modern	ICs.[108]	Die	photograph	of	a	MOS	6502,	an	early	1970s	microprocessor	integrating	3500	transistors	on	a	single	chip	The	development	of	the	MOS	integrated	circuit	led	to
the	invention	of	the	microprocessor,[112][113]	and	heralded	an	explosion	in	the	commercial	and	personal	use	of	computers.	While	the	subject	of	exactly	which	device	was	the	first	microprocessor	is	contentious,	partly	due	to	lack	of	agreement	on	the	exact	definition	of	the	term	"microprocessor",	it	is	largely	undisputed	that	the	first	single-chip
microprocessor	was	the	Intel	4004,[114]	designed	and	realized	by	Federico	Faggin	with	his	silicon-gate	MOS	IC	technology,[112]	along	with	Ted	Hoff,	Masatoshi	Shima	and	Stanley	Mazor	at	Intel.[b][116]	In	the	early	1970s,	MOS	IC	technology	enabled	the	integration	of	more	than	10,000	transistors	on	a	single	chip.[86]	System	on	a	Chip	(SoCs)	are
complete	computers	on	a	microchip	(or	chip)	the	size	of	a	coin.[117]	They	may	or	may	not	have	integrated	RAM	and	flash	memory.	If	not	integrated,	the	RAM	is	usually	placed	directly	above	(known	as	Package	on	package)	or	below	(on	the	opposite	side	of	the	circuit	board)	the	SoC,	and	the	flash	memory	is	usually	placed	right	next	to	the	SoC.	This	is
done	to	improve	data	transfer	speeds,	as	the	data	signals	do	not	have	to	travel	long	distances.	Since	ENIAC	in	1945,	computers	have	advanced	enormously,	with	modern	SoCs	(such	as	the	Snapdragon	865)	being	the	size	of	a	coin	while	also	being	hundreds	of	thousands	of	times	more	powerful	than	ENIAC,	integrating	billions	of	transistors,	and
consuming	only	a	few	watts	of	power.	The	first	mobile	computers	were	heavy	and	ran	from	mains	power.	The	50	lb	(23	kg)	IBM	5100	was	an	early	example.	Later	portables	such	as	the	Osborne	1	and	Compaq	Portable	were	considerably	lighter	but	still	needed	to	be	plugged	in.	The	first	laptops,	such	as	the	Grid	Compass,	removed	this	requirement	by
incorporating	batteries	–	and	with	the	continued	miniaturization	of	computing	resources	and	advancements	in	portable	battery	life,	portable	computers	grew	in	popularity	in	the	2000s.[118]	The	same	developments	allowed	manufacturers	to	integrate	computing	resources	into	cellular	mobile	phones	by	the	early	2000s.	These	smartphones	and	tablets
run	on	a	variety	of	operating	systems	and	recently	became	the	dominant	computing	device	on	the	market.[119]	These	are	powered	by	System	on	a	Chip	(SoCs),	which	are	complete	computers	on	a	microchip	the	size	of	a	coin.[117]	See	also:	Classes	of	computers	Computers	can	be	classified	in	a	number	of	different	ways,	including:	Analog	computer
Digital	computer	Hybrid	computer	Harvard	architecture	Von	Neumann	architecture	Complex	instruction	set	computer	Reduced	instruction	set	computer	See	also:	List	of	computer	size	categories	Supercomputer	Mainframe	computer	Minicomputer	(term	no	longer	used),[120]	Midrange	computer	Server	Rackmount	server	Blade	server	Tower	server
Personal	computer	Workstation	Microcomputer	(term	no	longer	used)[121]	Home	computer	(term	fallen	into	disuse)[122]	Desktop	computer	Tower	desktop	Slimline	desktop	Multimedia	computer	(non-linear	editing	system	computers,	video	editing	PCs	and	the	like,	this	term	is	no	longer	used)[123]	Gaming	computer	All-in-one	PC	Nettop	(Small	form
factor	PCs,	Mini	PCs)	Home	theater	PC	Keyboard	computer	Portable	computer	Thin	client	Internet	appliance	Laptop	computer	Desktop	replacement	computer	Gaming	laptop	Rugged	laptop	2-in-1	PC	Ultrabook	Chromebook	Subnotebook	Smartbook	Netbook	Mobile	computer	Tablet	computer	Smartphone	Ultra-mobile	PC	Pocket	PC	Palmtop	PC
Handheld	PC	Pocket	computer	Wearable	computer	Smartwatch	Smartglasses	Single-board	computer	Plug	computer	Stick	PC	Programmable	logic	controller	Computer-on-module	System	on	module	System	in	a	package	System-on-chip	(Also	known	as	an	Application	Processor	or	AP	if	it	lacks	circuitry	such	as	radio	circuitry)	Microcontroller	Main
article:	Human	computer	See	also:	Harvard	Computers	A	computer	does	not	need	to	be	electronic,	nor	even	have	a	processor,	nor	RAM,	nor	even	a	hard	disk.	While	popular	usage	of	the	word	"computer"	is	synonymous	with	a	personal	electronic	computer,[c]	a	typical	modern	definition	of	a	computer	is:	"A	device	that	computes,	especially	a
programmable	[usually]	electronic	machine	that	performs	high-speed	mathematical	or	logical	operations	or	that	assembles,	stores,	correlates,	or	otherwise	processes	information."[124]	According	to	this	definition,	any	device	that	processes	information	qualifies	as	a	computer.	Main	articles:	Computer	hardware,	Personal	computer	hardware,	Central
processing	unit,	and	MicroprocessorVideo	demonstrating	the	standard	components	of	a	"slimline"	computer	The	term	hardware	covers	all	of	those	parts	of	a	computer	that	are	tangible	physical	objects.	Circuits,	computer	chips,	graphic	cards,	sound	cards,	memory	(RAM),	motherboard,	displays,	power	supplies,	cables,	keyboards,	printers	and	"mice"
input	devices	are	all	hardware.	Main	article:	History	of	computing	hardware	First	generation(mechanical/electromechanical)	Calculators	Pascal's	calculator,	Arithmometer,	Difference	engine,	Quevedo's	analytical	machines	Programmable	devices	Jacquard	loom,	Analytical	engine,	IBM	ASCC/Harvard	Mark	I,	Harvard	Mark	II,	IBM	SSEC,	Z1,	Z2,	Z3
Second	generation(vacuum	tubes)	Calculators	Atanasoff–Berry	Computer,	IBM	604,	UNIVAC	60,	UNIVAC	120	Programmable	devices	Colossus,	ENIAC,	Manchester	Baby,	EDSAC,	Manchester	Mark	1,	Ferranti	Pegasus,	Ferranti	Mercury,	CSIRAC,	EDVAC,	UNIVAC	I,	IBM	701,	IBM	702,	IBM	650,	Z22	Third	generation(discrete	transistors	and	SSI,	MSI,
LSI	integrated	circuits)	Mainframes	IBM	7090,	IBM	7080,	IBM	System/360,	BUNCH	Minicomputer	HP	2116A,	IBM	System/32,	IBM	System/36,	LINC,	PDP-8,	PDP-11	Desktop	Computer	HP	9100	Fourth	generation(VLSI	integrated	circuits)	Minicomputer	VAX,	IBM	AS/400	4-bit	microcomputer	Intel	4004,	Intel	4040	8-bit	microcomputer	Intel	8008,	Intel
8080,	Motorola	6800,	Motorola	6809,	MOS	Technology	6502,	Zilog	Z80	16-bit	microcomputer	Intel	8088,	Zilog	Z8000,	WDC	65816/65802	32-bit	microcomputer	Intel	80386,	Pentium,	Motorola	68000,	ARM	64-bit	microcomputer[d]	Alpha,	MIPS,	PA-RISC,	PowerPC,	SPARC,	x86-64,	ARMv8-A	Embedded	computer	Intel	8048,	Intel	8051	Personal
computer	Desktop	computer,	Home	computer,	Laptop	computer,	Personal	digital	assistant	(PDA),	Portable	computer,	Tablet	PC,	Wearable	computer	Theoretical/experimental	Quantum	computer	IBM	Q	System	One	Chemical	computer	DNA	computing	Optical	computer	Spintronics-based	computer	Wetware/Organic	computer	Peripheral	device
(input/output)	Input	Mouse,	keyboard,	joystick,	image	scanner,	webcam,	graphics	tablet,	microphone	Output	Monitor,	printer,	loudspeaker	Both	Floppy	disk	drive,	hard	disk	drive,	optical	disc	drive,	teleprinter	Computer	buses	Short	range	RS-232,	SCSI,	PCI,	USB	Long	range	(computer	networking)	Ethernet,	ATM,	FDDI	A	general-purpose	computer
has	four	main	components:	the	arithmetic	logic	unit	(ALU),	the	control	unit,	the	memory,	and	the	input	and	output	devices	(collectively	termed	I/O).	These	parts	are	interconnected	by	buses,	often	made	of	groups	of	wires.	Inside	each	of	these	parts	are	thousands	to	trillions	of	small	electrical	circuits	which	can	be	turned	off	or	on	by	means	of	an
electronic	switch.	Each	circuit	represents	a	bit	(binary	digit)	of	information	so	that	when	the	circuit	is	on	it	represents	a	"1",	and	when	off	it	represents	a	"0"	(in	positive	logic	representation).	The	circuits	are	arranged	in	logic	gates	so	that	one	or	more	of	the	circuits	may	control	the	state	of	one	or	more	of	the	other	circuits.	Input	devices	are	the	means
by	which	the	operations	of	a	computer	are	controlled	and	it	is	provided	with	data.	Examples	include:	Computer	keyboard	Digital	camera	Graphics	tablet	Image	scanner	Joystick	Microphone	Mouse	Overlay	keyboard	Real-time	clock	Trackball	Touchscreen	Light	pen	Output	devices	are	the	means	by	which	a	computer	provides	the	results	of	its
calculations	in	a	human-accessible	form.	Examples	include:	Computer	monitor	Printer	PC	speaker	Projector	Sound	card	Graphics	card	Main	articles:	CPU	design	and	Control	unit	Diagram	showing	how	a	particular	MIPS	architecture	instruction	would	be	decoded	by	the	control	system	The	control	unit	(often	called	a	control	system	or	central
controller)	manages	the	computer's	various	components;	it	reads	and	interprets	(decodes)	the	program	instructions,	transforming	them	into	control	signals	that	activate	other	parts	of	the	computer.[e]	Control	systems	in	advanced	computers	may	change	the	order	of	execution	of	some	instructions	to	improve	performance.	A	key	component	common	to
all	CPUs	is	the	program	counter,	a	special	memory	cell	(a	register)	that	keeps	track	of	which	location	in	memory	the	next	instruction	is	to	be	read	from.[f]	The	control	system's	function	is	as	follows—	this	is	a	simplified	description,	and	some	of	these	steps	may	be	performed	concurrently	or	in	a	different	order	depending	on	the	type	of	CPU:	Read	the
code	for	the	next	instruction	from	the	cell	indicated	by	the	program	counter.	Decode	the	numerical	code	for	the	instruction	into	a	set	of	commands	or	signals	for	each	of	the	other	systems.	Increment	the	program	counter	so	it	points	to	the	next	instruction.	Read	whatever	data	the	instruction	requires	from	cells	in	memory	(or	perhaps	from	an	input
device).	The	location	of	this	required	data	is	typically	stored	within	the	instruction	code.	Provide	the	necessary	data	to	an	ALU	or	register.	If	the	instruction	requires	an	ALU	or	specialized	hardware	to	complete,	instruct	the	hardware	to	perform	the	requested	operation.	Write	the	result	from	the	ALU	back	to	a	memory	location	or	to	a	register	or
perhaps	an	output	device.	Jump	back	to	step	(1).	Since	the	program	counter	is	(conceptually)	just	another	set	of	memory	cells,	it	can	be	changed	by	calculations	done	in	the	ALU.	Adding	100	to	the	program	counter	would	cause	the	next	instruction	to	be	read	from	a	place	100	locations	further	down	the	program.	Instructions	that	modify	the	program
counter	are	often	known	as	"jumps"	and	allow	for	loops	(instructions	that	are	repeated	by	the	computer)	and	often	conditional	instruction	execution	(both	examples	of	control	flow).	The	sequence	of	operations	that	the	control	unit	goes	through	to	process	an	instruction	is	in	itself	like	a	short	computer	program,	and	indeed,	in	some	more	complex	CPU
designs,	there	is	another	yet	smaller	computer	called	a	microsequencer,	which	runs	a	microcode	program	that	causes	all	of	these	events	to	happen.	Main	articles:	Central	processing	unit	and	Microprocessor	The	control	unit,	ALU,	and	registers	are	collectively	known	as	a	central	processing	unit	(CPU).	Early	CPUs	were	composed	of	many	separate
components.	Since	the	1970s,	CPUs	have	typically	been	constructed	on	a	single	MOS	integrated	circuit	chip	called	a	microprocessor.	Main	article:	Arithmetic	logic	unit	The	ALU	is	capable	of	performing	two	classes	of	operations:	arithmetic	and	logic.[125]	The	set	of	arithmetic	operations	that	a	particular	ALU	supports	may	be	limited	to	addition	and
subtraction,	or	might	include	multiplication,	division,	trigonometry	functions	such	as	sine,	cosine,	etc.,	and	square	roots.	Some	can	operate	only	on	whole	numbers	(integers)	while	others	use	floating	point	to	represent	real	numbers,	albeit	with	limited	precision.	However,	any	computer	that	is	capable	of	performing	just	the	simplest	operations	can	be
programmed	to	break	down	the	more	complex	operations	into	simple	steps	that	it	can	perform.	Therefore,	any	computer	can	be	programmed	to	perform	any	arithmetic	operation—although	it	will	take	more	time	to	do	so	if	its	ALU	does	not	directly	support	the	operation.	An	ALU	may	also	compare	numbers	and	return	Boolean	truth	values	(true	or



false)	depending	on	whether	one	is	equal	to,	greater	than	or	less	than	the	other	("is	64	greater	than	65?").	Logic	operations	involve	Boolean	logic:	AND,	OR,	XOR,	and	NOT.	These	can	be	useful	for	creating	complicated	conditional	statements	and	processing	Boolean	logic.	Superscalar	computers	may	contain	multiple	ALUs,	allowing	them	to	process
several	instructions	simultaneously.[126]	Graphics	processors	and	computers	with	SIMD	and	MIMD	features	often	contain	ALUs	that	can	perform	arithmetic	on	vectors	and	matrices.	Main	articles:	Computer	memory	and	Computer	data	storage	Magnetic-core	memory	(using	magnetic	cores)	was	the	computer	memory	of	choice	in	the	1960s,	until	it
was	replaced	by	semiconductor	memory	(using	MOS	memory	cells).	A	computer's	memory	can	be	viewed	as	a	list	of	cells	into	which	numbers	can	be	placed	or	read.	Each	cell	has	a	numbered	"address"	and	can	store	a	single	number.	The	computer	can	be	instructed	to	"put	the	number	123	into	the	cell	numbered	1357"	or	to	"add	the	number	that	is	in
cell	1357	to	the	number	that	is	in	cell	2468	and	put	the	answer	into	cell	1595."	The	information	stored	in	memory	may	represent	practically	anything.	Letters,	numbers,	even	computer	instructions	can	be	placed	into	memory	with	equal	ease.	Since	the	CPU	does	not	differentiate	between	different	types	of	information,	it	is	the	software's	responsibility
to	give	significance	to	what	the	memory	sees	as	nothing	but	a	series	of	numbers.	In	almost	all	modern	computers,	each	memory	cell	is	set	up	to	store	binary	numbers	in	groups	of	eight	bits	(called	a	byte).	Each	byte	is	able	to	represent	256	different	numbers	(28	=	256);	either	from	0	to	255	or	−128	to	+127.	To	store	larger	numbers,	several
consecutive	bytes	may	be	used	(typically,	two,	four	or	eight).	When	negative	numbers	are	required,	they	are	usually	stored	in	two's	complement	notation.	Other	arrangements	are	possible,	but	are	usually	not	seen	outside	of	specialized	applications	or	historical	contexts.	A	computer	can	store	any	kind	of	information	in	memory	if	it	can	be	represented
numerically.	Modern	computers	have	billions	or	even	trillions	of	bytes	of	memory.	The	CPU	contains	a	special	set	of	memory	cells	called	registers	that	can	be	read	and	written	to	much	more	rapidly	than	the	main	memory	area.	There	are	typically	between	two	and	one	hundred	registers	depending	on	the	type	of	CPU.	Registers	are	used	for	the	most
frequently	needed	data	items	to	avoid	having	to	access	main	memory	every	time	data	is	needed.	As	data	is	constantly	being	worked	on,	reducing	the	need	to	access	main	memory	(which	is	often	slow	compared	to	the	ALU	and	control	units)	greatly	increases	the	computer's	speed.	Computer	main	memory	comes	in	two	principal	varieties:	random-
access	memory	or	RAM	read-only	memory	or	ROM	RAM	can	be	read	and	written	to	anytime	the	CPU	commands	it,	but	ROM	is	preloaded	with	data	and	software	that	never	changes,	therefore	the	CPU	can	only	read	from	it.	ROM	is	typically	used	to	store	the	computer's	initial	start-up	instructions.	In	general,	the	contents	of	RAM	are	erased	when	the
power	to	the	computer	is	turned	off,	but	ROM	retains	its	data	indefinitely.	In	a	PC,	the	ROM	contains	a	specialized	program	called	the	BIOS	that	orchestrates	loading	the	computer's	operating	system	from	the	hard	disk	drive	into	RAM	whenever	the	computer	is	turned	on	or	reset.	In	embedded	computers,	which	frequently	do	not	have	disk	drives,	all
of	the	required	software	may	be	stored	in	ROM.	Software	stored	in	ROM	is	often	called	firmware,	because	it	is	notionally	more	like	hardware	than	software.	Flash	memory	blurs	the	distinction	between	ROM	and	RAM,	as	it	retains	its	data	when	turned	off	but	is	also	rewritable.	It	is	typically	much	slower	than	conventional	ROM	and	RAM	however,	so
its	use	is	restricted	to	applications	where	high	speed	is	unnecessary.[g]	In	more	sophisticated	computers	there	may	be	one	or	more	RAM	cache	memories,	which	are	slower	than	registers	but	faster	than	main	memory.	Generally	computers	with	this	sort	of	cache	are	designed	to	move	frequently	needed	data	into	the	cache	automatically,	often	without
the	need	for	any	intervention	on	the	programmer's	part.	Main	article:	Input/output	Hard	disk	drives	are	common	storage	devices	used	with	computers.	I/O	is	the	means	by	which	a	computer	exchanges	information	with	the	outside	world.[128]	Devices	that	provide	input	or	output	to	the	computer	are	called	peripherals.[129]	On	a	typical	personal
computer,	peripherals	include	input	devices	like	the	keyboard	and	mouse,	and	output	devices	such	as	the	display	and	printer.	Hard	disk	drives,	floppy	disk	drives	and	optical	disc	drives	serve	as	both	input	and	output	devices.	Computer	networking	is	another	form	of	I/O.	I/O	devices	are	often	complex	computers	in	their	own	right,	with	their	own	CPU
and	memory.	A	graphics	processing	unit	might	contain	fifty	or	more	tiny	computers	that	perform	the	calculations	necessary	to	display	3D	graphics.[citation	needed]	Modern	desktop	computers	contain	many	smaller	computers	that	assist	the	main	CPU	in	performing	I/O.	A	2016-era	flat	screen	display	contains	its	own	computer	circuitry.	Main	article:
Computer	multitasking	While	a	computer	may	be	viewed	as	running	one	gigantic	program	stored	in	its	main	memory,	in	some	systems	it	is	necessary	to	give	the	appearance	of	running	several	programs	simultaneously.	This	is	achieved	by	multitasking,	i.e.	having	the	computer	switch	rapidly	between	running	each	program	in	turn.[130]	One	means	by
which	this	is	done	is	with	a	special	signal	called	an	interrupt,	which	can	periodically	cause	the	computer	to	stop	executing	instructions	where	it	was	and	do	something	else	instead.	By	remembering	where	it	was	executing	prior	to	the	interrupt,	the	computer	can	return	to	that	task	later.	If	several	programs	are	running	"at	the	same	time".	Then	the
interrupt	generator	might	be	causing	several	hundred	interrupts	per	second,	causing	a	program	switch	each	time.	Since	modern	computers	typically	execute	instructions	several	orders	of	magnitude	faster	than	human	perception,	it	may	appear	that	many	programs	are	running	at	the	same	time,	even	though	only	one	is	ever	executing	in	any	given
instant.	This	method	of	multitasking	is	sometimes	termed	"time-sharing"	since	each	program	is	allocated	a	"slice"	of	time	in	turn.[131]	Before	the	era	of	inexpensive	computers,	the	principal	use	for	multitasking	was	to	allow	many	people	to	share	the	same	computer.	Seemingly,	multitasking	would	cause	a	computer	that	is	switching	between	several
programs	to	run	more	slowly,	in	direct	proportion	to	the	number	of	programs	it	is	running,	but	most	programs	spend	much	of	their	time	waiting	for	slow	input/output	devices	to	complete	their	tasks.	If	a	program	is	waiting	for	the	user	to	click	on	the	mouse	or	press	a	key	on	the	keyboard,	then	it	will	not	take	a	"time	slice"	until	the	event	it	is	waiting	for
has	occurred.	This	frees	up	time	for	other	programs	to	execute	so	that	many	programs	may	be	run	simultaneously	without	unacceptable	speed	loss.	Main	article:	Multiprocessing	Cray	designed	many	supercomputers	that	used	multiprocessing	heavily.	Some	computers	are	designed	to	distribute	their	work	across	several	CPUs	in	a	multiprocessing
configuration,	a	technique	once	employed	in	only	large	and	powerful	machines	such	as	supercomputers,	mainframe	computers	and	servers.	Multiprocessor	and	multi-core	(multiple	CPUs	on	a	single	integrated	circuit)	personal	and	laptop	computers	are	now	widely	available,	and	are	being	increasingly	used	in	lower-end	markets	as	a	result.
Supercomputers	in	particular	often	have	highly	unique	architectures	that	differ	significantly	from	the	basic	stored-program	architecture	and	from	general-purpose	computers.[h]	They	often	feature	thousands	of	CPUs,	customized	high-speed	interconnects,	and	specialized	computing	hardware.	Such	designs	tend	to	be	useful	for	only	specialized	tasks
due	to	the	large	scale	of	program	organization	required	to	use	most	of	the	available	resources	at	once.	Supercomputers	usually	see	usage	in	large-scale	simulation,	graphics	rendering,	and	cryptography	applications,	as	well	as	with	other	so-called	"embarrassingly	parallel"	tasks.	Main	article:	Software	Software	is	the	part	of	a	computer	system	that
consists	of	the	encoded	information	that	determines	the	computer's	operation,	such	as	data	or	instructions	on	how	to	process	the	data.	In	contrast	to	the	physical	hardware	from	which	the	system	is	built,	software	is	immaterial.	Software	includes	computer	programs,	libraries	and	related	non-executable	data,	such	as	online	documentation	or	digital
media.	It	is	often	divided	into	system	software	and	application	software.	Computer	hardware	and	software	require	each	other	and	neither	is	useful	on	its	own.	When	software	is	stored	in	hardware	that	cannot	easily	be	modified,	such	as	with	BIOS	ROM	in	an	IBM	PC	compatible	computer,	it	is	sometimes	called	"firmware".	Operating	system	/	system
software	Unix	and	BSD	UNIX	System	V,	IBM	AIX,	HP-UX,	Solaris	(SunOS),	IRIX,	List	of	BSD	operating	systems	Linux	List	of	Linux	distributions,	Comparison	of	Linux	distributions	Windows	Windows	95,	Windows	98,	Windows	NT,	Windows	2000,	Windows	ME,	Windows	XP,	Windows	Vista,	Windows	7,	Windows	8,	Windows	8.1,	Windows	10,	Windows
11	MS-DOS	compatible	MS-DOS,	IBM	PC	DOS,	DR-DOS,	FreeDOS	Mac	Classic	Mac	OS,	macOS	(previously	OS	X	and	Mac	OS	X)	Embedded	and	real-time	List	of	embedded	operating	systems	Experimental	Amoeba,	Oberon–AOS,	Bluebottle,	A2,	Plan	9	from	Bell	Labs	Library	Multimedia	DirectX,	OpenGL,	OpenAL,	Vulkan	(API)	Programming	library	C
standard	library,	Standard	Template	Library	Data	Protocol	TCP/IP,	Kermit,	FTP,	HTTP,	SMTP	File	format	HTML,	XML,	JPEG,	MPEG,	PNG	User	interface	Graphical	user	interface	(WIMP)	Windows,	GNOME,	KDE,	QNX	Photon,	CDE,	GEM,	Aqua	Text-based	user	interface	Command-line	interface,	Text	user	interface	Application	software	Office	suite
Word	processing,	Desktop	publishing,	Presentation	program,	Database	management	system,	Scheduling	&	Time	management,	Spreadsheet,	Accounting	software	Internet	Access	Browser,	Email	client,	Web	server,	Mail	transfer	agent,	Instant	messaging	Design	and	manufacturing	Computer-aided	design,	Computer-aided	manufacturing,	Plant
management,	Robotic	manufacturing,	Supply	chain	management	Graphics	Raster	graphics	editor,	Vector	graphics	editor,	3D	modeler,	Animation	editor,	3D	computer	graphics,	Video	editing,	Image	processing	Audio	Digital	audio	editor,	Audio	playback,	Mixing,	Audio	synthesis,	Computer	music	Software	engineering	Compiler,	Assembler,	Interpreter,
Debugger,	Text	editor,	Integrated	development	environment,	Software	performance	analysis,	Revision	control,	Software	configuration	management	Educational	Edutainment,	Educational	game,	Serious	game,	Flight	simulator	Games	Strategy,	Arcade,	Puzzle,	Simulation,	First-person	shooter,	Platform,	Massively	multiplayer,	Interactive	fiction	Misc
Artificial	intelligence,	Antivirus	software,	Malware	scanner,	Installer/Package	management	systems,	File	manager	The	defining	feature	of	modern	computers	which	distinguishes	them	from	all	other	machines	is	that	they	can	be	programmed.	That	is	to	say	that	some	type	of	instructions	(the	program)	can	be	given	to	the	computer,	and	it	will	process
them.	Modern	computers	based	on	the	von	Neumann	architecture	often	have	machine	code	in	the	form	of	an	imperative	programming	language.	In	practical	terms,	a	computer	program	may	be	just	a	few	instructions	or	extend	to	many	millions	of	instructions,	as	do	the	programs	for	word	processors	and	web	browsers	for	example.	A	typical	modern
computer	can	execute	billions	of	instructions	per	second	(gigaflops)	and	rarely	makes	a	mistake	over	many	years	of	operation.	Large	computer	programs	consisting	of	several	million	instructions	may	take	teams	of	programmers	years	to	write,	and	due	to	the	complexity	of	the	task	almost	certainly	contain	errors.	Main	articles:	Computer	program	and
Computer	programming	Replica	of	the	Manchester	Baby,	the	world's	first	electronic	stored-program	computer,	at	the	Museum	of	Science	and	Industry	in	Manchester,	England	This	section	applies	to	most	common	RAM	machine–based	computers.	In	most	cases,	computer	instructions	are	simple:	add	one	number	to	another,	move	some	data	from	one
location	to	another,	send	a	message	to	some	external	device,	etc.	These	instructions	are	read	from	the	computer's	memory	and	are	generally	carried	out	(executed)	in	the	order	they	were	given.	However,	there	are	usually	specialized	instructions	to	tell	the	computer	to	jump	ahead	or	backwards	to	some	other	place	in	the	program	and	to	carry	on
executing	from	there.	These	are	called	"jump"	instructions	(or	branches).	Furthermore,	jump	instructions	may	be	made	to	happen	conditionally	so	that	different	sequences	of	instructions	may	be	used	depending	on	the	result	of	some	previous	calculation	or	some	external	event.	Many	computers	directly	support	subroutines	by	providing	a	type	of	jump
that	"remembers"	the	location	it	jumped	from	and	another	instruction	to	return	to	the	instruction	following	that	jump	instruction.	Program	execution	might	be	likened	to	reading	a	book.	While	a	person	will	normally	read	each	word	and	line	in	sequence,	they	may	at	times	jump	back	to	an	earlier	place	in	the	text	or	skip	sections	that	are	not	of	interest.
Similarly,	a	computer	may	sometimes	go	back	and	repeat	the	instructions	in	some	section	of	the	program	over	and	over	again	until	some	internal	condition	is	met.	This	is	called	the	flow	of	control	within	the	program	and	it	is	what	allows	the	computer	to	perform	tasks	repeatedly	without	human	intervention.	Comparatively,	a	person	using	a	pocket
calculator	can	perform	a	basic	arithmetic	operation	such	as	adding	two	numbers	with	just	a	few	button	presses.	But	to	add	together	all	of	the	numbers	from	1	to	1,000	would	take	thousands	of	button	presses	and	a	lot	of	time,	with	a	near	certainty	of	making	a	mistake.	On	the	other	hand,	a	computer	may	be	programmed	to	do	this	with	just	a	few
simple	instructions.	The	following	example	is	written	in	the	MIPS	assembly	language:	begin:	addi	$8,	$0,	0	#	initialize	sum	to	0	addi	$9,	$0,	1	#	set	first	number	to	add	=	1	loop:	slti	$10,	$9,	1000	#	check	if	the	number	is	less	than	1000	beq	$10,	$0,	finish	#	if	odd	number	is	greater	than	n	then	exit	add	$8,	$8,	$9	#	update	sum	addi	$9,	$9,	1	#	get
next	number	j	loop	#	repeat	the	summing	process	finish:	add	$2,	$8,	$0	#	put	sum	in	output	register	Once	told	to	run	this	program,	the	computer	will	perform	the	repetitive	addition	task	without	further	human	intervention.	It	will	almost	never	make	a	mistake	and	a	modern	PC	can	complete	the	task	in	a	fraction	of	a	second.	In	most	computers,
individual	instructions	are	stored	as	machine	code	with	each	instruction	being	given	a	unique	number	(its	operation	code	or	opcode	for	short).	The	command	to	add	two	numbers	together	would	have	one	opcode;	the	command	to	multiply	them	would	have	a	different	opcode,	and	so	on.	The	simplest	computers	are	able	to	perform	any	of	a	handful	of
different	instructions;	the	more	complex	computers	have	several	hundred	to	choose	from,	each	with	a	unique	numerical	code.	Since	the	computer's	memory	is	able	to	store	numbers,	it	can	also	store	the	instruction	codes.	This	leads	to	the	important	fact	that	entire	programs	(which	are	just	lists	of	these	instructions)	can	be	represented	as	lists	of
numbers	and	can	themselves	be	manipulated	inside	the	computer	in	the	same	way	as	numeric	data.	The	fundamental	concept	of	storing	programs	in	the	computer's	memory	alongside	the	data	they	operate	on	is	the	crux	of	the	von	Neumann,	or	stored	program,	architecture.[133][134]	In	some	cases,	a	computer	might	store	some	or	all	of	its	program
in	memory	that	is	kept	separate	from	the	data	it	operates	on.	This	is	called	the	Harvard	architecture	after	the	Harvard	Mark	I	computer.	Modern	von	Neumann	computers	display	some	traits	of	the	Harvard	architecture	in	their	designs,	such	as	in	CPU	caches.	While	it	is	possible	to	write	computer	programs	as	long	lists	of	numbers	(machine	language)
and	while	this	technique	was	used	with	many	early	computers,[i]	it	is	extremely	tedious	and	potentially	error-prone	to	do	so	in	practice,	especially	for	complicated	programs.	Instead,	each	basic	instruction	can	be	given	a	short	name	that	is	indicative	of	its	function	and	easy	to	remember	–	a	mnemonic	such	as	ADD,	SUB,	MULT	or	JUMP.	These
mnemonics	are	collectively	known	as	a	computer's	assembly	language.	Converting	programs	written	in	assembly	language	into	something	the	computer	can	actually	understand	(machine	language)	is	usually	done	by	a	computer	program	called	an	assembler.	A	1970s	punched	card	containing	one	line	from	a	Fortran	program.	The	card	reads:	"Z(1)	=	Y
+	W(1)"	and	is	labeled	"PROJ039"	for	identification	purposes.	Main	article:	Programming	language	A	programming	language	is	a	notation	system	for	writing	the	source	code	from	which	a	computer	program	is	produced.	Programming	languages	provide	various	ways	of	specifying	programs	for	computers	to	run.	Unlike	natural	languages,	programming
languages	are	designed	to	permit	no	ambiguity	and	to	be	concise.	They	are	purely	written	languages	and	are	often	difficult	to	read	aloud.	They	are	generally	either	translated	into	machine	code	by	a	compiler	or	an	assembler	before	being	run,	or	translated	directly	at	run	time	by	an	interpreter.	Sometimes	programs	are	executed	by	a	hybrid	method	of
the	two	techniques.	There	are	thousands	of	programming	languages—some	intended	for	general	purpose	programming,	others	useful	for	only	highly	specialized	applications.	Programming	languages	Lists	of	programming	languages	Timeline	of	programming	languages,	List	of	programming	languages	by	category,	Generational	list	of	programming
languages,	List	of	programming	languages,	Non-English-based	programming	languages	Commonly	used	assembly	languages	ARM,	MIPS,	x86	Commonly	used	high-level	programming	languages	Ada,	BASIC,	C,	C++,	C#,	COBOL,	Fortran,	PL/I,	REXX,	Java,	Lisp,	Pascal,	Object	Pascal	Commonly	used	scripting	languages	Bourne	script,	JavaScript,
Python,	Ruby,	PHP,	Perl	Main	article:	Low-level	programming	language	Machine	languages	and	the	assembly	languages	that	represent	them	(collectively	termed	low-level	programming	languages)	are	generally	unique	to	the	particular	architecture	of	a	computer's	central	processing	unit	(CPU).	For	instance,	an	ARM	architecture	CPU	(such	as	may	be
found	in	a	smartphone	or	a	hand-held	videogame)	cannot	understand	the	machine	language	of	an	x86	CPU	that	might	be	in	a	PC.[j]	Historically	a	significant	number	of	other	CPU	architectures	were	created	and	saw	extensive	use,	notably	including	the	MOS	Technology	6502	and	6510	in	addition	to	the	Zilog	Z80.	Main	article:	High-level	programming
language	Although	considerably	easier	than	in	machine	language,	writing	long	programs	in	assembly	language	is	often	difficult	and	is	also	error	prone.	Therefore,	most	practical	programs	are	written	in	more	abstract	high-level	programming	languages	that	are	able	to	express	the	needs	of	the	programmer	more	conveniently	(and	thereby	help	reduce
programmer	error).	High	level	languages	are	usually	"compiled"	into	machine	language	(or	sometimes	into	assembly	language	and	then	into	machine	language)	using	another	computer	program	called	a	compiler.[k]	High	level	languages	are	less	related	to	the	workings	of	the	target	computer	than	assembly	language,	and	more	related	to	the	language
and	structure	of	the	problem(s)	to	be	solved	by	the	final	program.	It	is	therefore	often	possible	to	use	different	compilers	to	translate	the	same	high	level	language	program	into	the	machine	language	of	many	different	types	of	computer.	This	is	part	of	the	means	by	which	software	like	video	games	may	be	made	available	for	different	computer
architectures	such	as	personal	computers	and	various	video	game	consoles.	Program	design	of	small	programs	is	relatively	simple	and	involves	the	analysis	of	the	problem,	collection	of	inputs,	using	the	programming	constructs	within	languages,	devising	or	using	established	procedures	and	algorithms,	providing	data	for	output	devices	and	solutions
to	the	problem	as	applicable.[135]	As	problems	become	larger	and	more	complex,	features	such	as	subprograms,	modules,	formal	documentation,	and	new	paradigms	such	as	object-oriented	programming	are	encountered.[136]	Large	programs	involving	thousands	of	line	of	code	and	more	require	formal	software	methodologies.[137]	The	task	of
developing	large	software	systems	presents	a	significant	intellectual	challenge.[138]	Producing	software	with	an	acceptably	high	reliability	within	a	predictable	schedule	and	budget	has	historically	been	difficult;[139]	the	academic	and	professional	discipline	of	software	engineering	concentrates	specifically	on	this	challenge.[140]	Main	article:
Software	bug	The	actual	first	computer	bug,	a	moth	found	trapped	on	a	relay	of	the	Harvard	Mark	II	computer	Errors	in	computer	programs	are	called	"bugs".	They	may	be	benign	and	not	affect	the	usefulness	of	the	program,	or	have	only	subtle	effects.	However,	in	some	cases	they	may	cause	the	program	or	the	entire	system	to	"hang",	becoming
unresponsive	to	input	such	as	mouse	clicks	or	keystrokes,	to	completely	fail,	or	to	crash.[141]	Otherwise	benign	bugs	may	sometimes	be	harnessed	for	malicious	intent	by	an	unscrupulous	user	writing	an	exploit,	code	designed	to	take	advantage	of	a	bug	and	disrupt	a	computer's	proper	execution.	Bugs	are	usually	not	the	fault	of	the	computer.	Since
computers	merely	execute	the	instructions	they	are	given,	bugs	are	nearly	always	the	result	of	programmer	error	or	an	oversight	made	in	the	program's	design.[l]	Admiral	Grace	Hopper,	an	American	computer	scientist	and	developer	of	the	first	compiler,	is	credited	for	having	first	used	the	term	"bugs"	in	computing	after	a	dead	moth	was	found
shorting	a	relay	in	the	Harvard	Mark	II	computer	in	September	1947.[142]	Main	articles:	Computer	networking	and	Internet	Visualization	of	a	portion	of	the	routes	on	the	Internet	Computers	have	been	used	to	coordinate	information	between	multiple	physical	locations	since	the	1950s.	The	U.S.	military's	SAGE	system	was	the	first	large-scale
example	of	such	a	system,	which	led	to	a	number	of	special-purpose	commercial	systems	such	as	Sabre.[143]	In	the	1970s,	computer	engineers	at	research	institutions	throughout	the	United	States	began	to	link	their	computers	together	using	telecommunications	technology.	The	effort	was	funded	by	ARPA	(now	DARPA),	and	the	computer	network
that	resulted	was	called	the	ARPANET.[144]	Logic	gates	are	a	common	abstraction	which	can	apply	to	most	of	the	above	digital	or	analog	paradigms.	The	ability	to	store	and	execute	lists	of	instructions	called	programs	makes	computers	extremely	versatile,	distinguishing	them	from	calculators.	The	Church–Turing	thesis	is	a	mathematical	statement
of	this	versatility:	any	computer	with	a	minimum	capability	(being	Turing-complete)	is,	in	principle,	capable	of	performing	the	same	tasks	that	any	other	computer	can	perform.	Therefore,	any	type	of	computer	(netbook,	supercomputer,	cellular	automaton,	etc.)	is	able	to	perform	the	same	computational	tasks,	given	enough	time	and	storage	capacity.
In	the	20th	century,	artificial	intelligence	systems	were	predominantly	symbolic:	they	executed	code	that	was	explicitly	programmed	by	software	developers.[145]	Machine	learning	models,	however,	have	a	set	parameters	that	are	adjusted	throughout	training,	so	that	the	model	learns	to	accomplish	a	task	based	on	the	provided	data.	The	efficiency	of
machine	learning	(and	in	particular	of	neural	networks)	has	rapidly	improved	with	progress	in	hardware	for	parallel	computing,	mainly	graphics	processing	units	(GPUs).[146]	Some	large	language	models	are	able	to	control	computers	or	robots.[147][148]	AI	progress	may	lead	to	the	creation	of	artificial	general	intelligence	(AGI),	a	type	of	AI	that
could	accomplish	virtually	any	intellectual	task	at	least	as	well	as	humans.[149]	As	the	use	of	computers	has	spread	throughout	society,	there	are	an	increasing	number	of	careers	involving	computers.	Computer-related	professions	Hardware-related	Electrical	engineering,	Electronic	engineering,	Computer	engineering,	Telecommunications
engineering,	Optical	engineering,	Nanoengineering	Software-related	Computer	science,	Computer	engineering,	Desktop	publishing,	Human–computer	interaction,	Information	technology,	Information	systems,	Computational	science,	Software	engineering,	Video	game	industry,	Web	design	The	need	for	computers	to	work	well	together	and	to	be	able
to	exchange	information	has	spawned	the	need	for	many	standards	organizations,	clubs	and	societies	of	both	a	formal	and	informal	nature.	Organizations	Standards	groups	ANSI,	IEC,	IEEE,	IETF,	ISO,	W3C	Professional	societies	ACM,	AIS,	IET,	IFIP,	BCS	Free/open	source	software	groups	Free	Software	Foundation,	Mozilla	Foundation,	Apache
Software	Foundation	Computability	theory	Computer	security	Glossary	of	computer	hardware	terms	History	of	computer	science	List	of	computer	term	etymologies	List	of	computer	system	manufacturers	List	of	fictional	computers	List	of	films	about	computers	List	of	pioneers	in	computer	science	Outline	of	computers	Pulse	computation	TOP500	(list
of	most	powerful	computers)	Unconventional	computing	^	According	to	Schmandt-Besserat	1981,	these	clay	containers	contained	tokens,	the	total	of	which	were	the	count	of	objects	being	transferred.	The	containers	thus	served	as	something	of	a	bill	of	lading	or	an	accounts	book.	In	order	to	avoid	breaking	open	the	containers,	first,	clay	impressions
of	the	tokens	were	placed	on	the	outside	of	the	containers,	for	the	count;	the	shapes	of	the	impressions	were	abstracted	into	stylized	marks;	finally,	the	abstract	marks	were	systematically	used	as	numerals;	these	numerals	were	finally	formalized	as	numbers.Eventually	the	marks	on	the	outside	of	the	containers	were	all	that	were	needed	to	convey	the
count,	and	the	clay	containers	evolved	into	clay	tablets	with	marks	for	the	count.	Schmandt-Besserat	1999	estimates	it	took	4000	years.	^	The	Intel	4004	(1971)	die	was	12	mm2,	composed	of	2300	transistors;	by	comparison,	the	Pentium	Pro	was	306	mm2,	composed	of	5.5	million	transistors.[115]	^	According	to	the	Shorter	Oxford	English	Dictionary
(6th	ed,	2007),	the	word	computer	dates	back	to	the	mid	17th	century,	when	it	referred	to	"A	person	who	makes	calculations;	specifically	a	person	employed	for	this	in	an	observatory	etc."	^	Most	major	64-bit	instruction	set	architectures	are	extensions	of	earlier	designs.	All	of	the	architectures	listed	in	this	table,	except	for	Alpha,	existed	in	32-bit
forms	before	their	64-bit	incarnations	were	introduced.	^	The	control	unit's	role	in	interpreting	instructions	has	varied	somewhat	in	the	past.	Although	the	control	unit	is	solely	responsible	for	instruction	interpretation	in	most	modern	computers,	this	is	not	always	the	case.	Some	computers	have	instructions	that	are	partially	interpreted	by	the	control
unit	with	further	interpretation	performed	by	another	device.	For	example,	EDVAC,	one	of	the	earliest	stored-program	computers,	used	a	central	control	unit	that	interpreted	only	four	instructions.	All	of	the	arithmetic-related	instructions	were	passed	on	to	its	arithmetic	unit	and	further	decoded	there.	^	Instructions	often	occupy	more	than	one
memory	address,	therefore	the	program	counter	usually	increases	by	the	number	of	memory	locations	required	to	store	one	instruction.	^	Flash	memory	also	may	only	be	rewritten	a	limited	number	of	times	before	wearing	out,	making	it	less	useful	for	heavy	random	access	usage.[127]	^	However,	it	is	also	very	common	to	construct	supercomputers
out	of	many	pieces	of	cheap	commodity	hardware;	usually	individual	computers	connected	by	networks.	These	so-called	computer	clusters	can	often	provide	supercomputer	performance	at	a	much	lower	cost	than	customized	designs.	While	custom	architectures	are	still	used	for	most	of	the	most	powerful	supercomputers,	there	has	been	a
proliferation	of	cluster	computers	in	recent	years.[132]	^	Even	some	later	computers	were	commonly	programmed	directly	in	machine	code.	Some	minicomputers	like	the	DEC	PDP-8	could	be	programmed	directly	from	a	panel	of	switches.	However,	this	method	was	usually	used	only	as	part	of	the	booting	process.	Most	modern	computers	boot
entirely	automatically	by	reading	a	boot	program	from	some	non-volatile	memory.	^	However,	there	is	sometimes	some	form	of	machine	language	compatibility	between	different	computers.	An	x86-64	compatible	microprocessor	like	the	AMD	Athlon	64	is	able	to	run	most	of	the	same	programs	that	an	Intel	Core	2	microprocessor	can,	as	well	as
programs	designed	for	earlier	microprocessors	like	the	Intel	Pentiums	and	Intel	80486.	This	contrasts	with	very	early	commercial	computers,	which	were	often	one-of-a-kind	and	totally	incompatible	with	other	computers.	^	High	level	languages	are	also	often	interpreted	rather	than	compiled.	Interpreted	languages	are	translated	into	machine	code
on	the	fly,	while	running,	by	another	program	called	an	interpreter.	^	It	is	not	universally	true	that	bugs	are	solely	due	to	programmer	oversight.	Computer	hardware	may	fail	or	may	itself	have	a	fundamental	problem	that	produces	unexpected	results	in	certain	situations.	For	instance,	the	Pentium	FDIV	bug	caused	some	Intel	microprocessors	in	the
early	1990s	to	produce	inaccurate	results	for	certain	floating	point	division	operations.	This	was	caused	by	a	flaw	in	the	microprocessor	design	and	resulted	in	a	partial	recall	of	the	affected	devices.	^	Evans	2018,	p.	23.	^	Smith	2013,	p.	6.	^	"computer	(n.)".	Online	Etymology	Dictionary.	Archived	from	the	original	on	16	November	2016.	Retrieved	19
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14812161824263031323645486064128256512bit	slicing	Application	8163264	Binary	floating-point	precision	16	(×½)2432	(×1)4064	(×2)80128	(×4)256	(×8)	Decimal	floating-point	precision	3264128	vte	4-bit	computing	is	the	use	of	computer	architectures	in	which	integers	and	other	data	units	are	4	bits	wide.	4-bit	central	processing	unit	(CPU)	and
arithmetic	logic	unit	(ALU)	architectures	are	those	that	are	based	on	registers	or	data	buses	of	that	size.	A	group	of	four	bits	is	also	called	a	nibble	and	has	24	=	16	possible	values,	with	a	range	of	0	to	15.	4-bit	computation	is	largely	obsolete,	i.e.	CPUs	supporting	4-bit	as	the	maximum	size,	or	4-bit	data	bus;	4-bit	microcontrollers	can	though	still	be
bought	as	of	2025[update].[1]	4-bit	processors	were	widely	used	in	electronic	calculators	and	other	roles	where	decimal	math	was	used,	like	electronic	cash	registers,	microwave	oven	timers,	and	so	forth.	This	is	because	a	4-bit	value	holds	a	single	binary-coded	decimal	(BCD)	digit,	making	it	a	natural	size	for	directly	processing	decimal	values.	As	a	4-
bit	value	is	generally	too	small	to	hold	a	memory	address	for	real-world	programs	or	data,	the	address	bus	of	these	systems	was	generally	larger.	For	instance,	the	canonical	4-bit	microprocessor,	the	Intel	4004,	had	a	12-bit	address	format.	4-bit	designs	were	used	only	for	a	short	period	when	integrated	circuits	were	still	expensive,	and	were	found
primarily	in	cost-sensitive	roles.	While	4-bit	computing	is	mostly	obsolete,	4-bit	values	are	still	used	in	the	same	decimal-centric	roles	they	were	developed	for,	and	modern	implementations	are	generally	much	wider	and	process	multiple	4-bit	values	in	parallel.	By	the	1990s,	most	such	uses	had	been	replaced	by	general	purpose	binary	designs.	20-pin
PSOP	–	NEC	D63GS:	a	4-bit	microcontroller	for	infrared	remote	control	transmission	16-pin	DIP	–	Intel	C4004	Olympia	CD700	Desktop	Calculator	using	the	National	Semiconductor	MAPS	MM570X	bit-serial	4-bit	microcontroller	Infrared	remote	control	PCB	–	an	infrared	remote	control	transmitter	controlled	by	a	NEC	D63GS	4-bit	microcontroller	A	4-
bit	processor	may	seem	limited,	but	it	is	a	good	match	for	calculators,	where	each	decimal	digit	fits	into	four	bits.[2]	Some	of	the	first	microprocessors	had	a	4-bit	word	length	and	were	developed	around	1970.	The	first	commercial	microprocessor	was	the	binary-coded	decimal	(BCD-based)	Intel	4004,[3][4]	developed	for	calculator	applications	in
1971;	it	had	a	4-bit	word	length,	but	had	8-bit	instructions	and	12-bit	addresses.	It	was	succeeded	by	the	Intel	4040,	which	added	interrupt	support	and	a	variety	of	other	new	features.	The	first	commercial	single-chip	computer	was	the	4-bit	Texas	Instruments	TMS	1000	(1974).[2]	It	contained	a	4-bit	CPU	with	a	Harvard	architecture	and	8-bit-wide
instructions,	an	on-chip	instruction	ROM,	and	an	on-chip	data	RAM	with	4-bit	words.[5]	The	Rockwell	PPS-4	was	another	early	4-bit	processor,	introduced	in	1972,	which	had	a	long	lifetime	in	handheld	games	and	similar	roles.	It	was	steadily	improved	and	by	1975	been	combined	with	several	support	chips	to	make	a	one-chip	computer.[6]	The	4-bit
processors	were	programmed	in	assembly	language	or	Forth,	e.g.	"MARC4	Family	of	4	bit	Forth	CPU"[7]	(which	is	now	discontinued)	because	of	the	extreme	size	constraint	on	programs	and	because	common	programming	languages	(for	microcontrollers,	8-bit	and	larger),	such	as	the	C	programming	language,	do	not	support	4-bit	data	types	(C,	and
C++,	and	more	languages	require	that	the	size	of	the	char	data	type	be	at	least	8	bits,[8]	and	that	all	data	types	other	than	bitfields	have	a	size	that	is	a	multiple	of	the	character	size[9][10][11]).	The	1970s	saw	the	emergence	of	4-bit	software	applications	for	mass	markets	like	pocket	calculators.	During	the	1980s,	4-bit	microprocessors	were	used	in
handheld	electronic	games	to	keep	costs	low.	In	the	1970s	and	1980s,	a	number	of	research	and	commercial	computers	used	bit	slicing,	in	which	the	CPU's	arithmetic	logic	unit	(ALU)	was	built	from	multiple	4-bit-wide	sections,	each	section	including	a	chip	such	as	an	Am2901	or	74181.	The	Zilog	Z80	(discontinued	in	2024),	although	it	is	an	8-bit
microprocessor,	has	a	4-bit	ALU.[12][13]	Although	the	Data	General	Nova	is	a	series	of	16-bit	minicomputers,	the	original	Nova	and	the	Nova	1200	internally	processed	numbers	4	bits	at	a	time	with	a	4-bit	ALU,[14]	sometimes	called	"nybble-serial".[15]	The	HP	Saturn	processors,	used	in	many	Hewlett-Packard	calculators	between	1984	and	2003
(including	the	HP	48	series	of	scientific	calculators)	are	"4-bit"	(or	hybrid	64-/4-bit)	machines.	They	string	multiple	4-bit	words	together,	e.g.	to	form	a	20-bit	memory	address,	and	most	of	the	registers	are	64	bits	wide,	storing	16	4-bit	digits.	Operations	were	performed	nybble-serial.[16][17][18]	In	addition,	some	early	calculators	–	such	as	the	1967
Casio	AL-1000,	the	1972	Sinclair	Executive,	and	the	aforementioned	1984	HP	Saturn	–	had	4-bit	datapaths	that	accessed	their	registers	4	bits	(one	BCD	digit)	at	a	time.[19]	National	Semiconductor	COP410L,	a	low-end	4-bit	microcontroller.	512	bytes	of	ROM	in	upper	left	corner,	128	bits	of	RAM	in	upper	right	corner.	Click	to	zoom.	One	bicycle
computer	specifies	that	it	uses	a	"4	bit,	1-chip	microcomputer".[20]	Other	typical	uses	include	coffee	makers,	infrared	remote	controls,[21]	and	security	alarms.[22]	The	processor	in	Barbie	typewriters	that	can	encrypt	is	a	4-bit	microcontroller.[23]	Several	manufacturers	used	4-bit	microcontrollers	in	their	early	electronic	games:[24]	Mattel's
Funtronics	Jacks,	Red	Light	Green	Light,	Tag,	Plus	One	and	Dalla$.	Milton	Bradley	Lightfight	and	Electronic	Battleship	1982.	Coleco	Head	to	Head	Basketball.	National	Semiconductor	Quiz	Kid	Racer.	Entex	Space	Invader.	Texas	Instruments	My	Little	Computer.[25]	Western	Digital	used	a	4-bit	microcontroller	as	the	basis	for	their	WD2412	time-of-
day	clock.[26]	The	Grundy	Newbrain	computer	uses	a	4-bit	microcontroller	to	manage	its	keyboard,	tape	I/O,	and	its	built-in	16	character	VF	alphanumeric	display.[27]	The	Apple	Lisa	utilizes	a	4-bit	microcontroller	to	control	the	keyboard,	mouse,	RTC,	and	soft	power	switch.[28]	Main	article:	Nibble	With	4	bits,	it	is	possible	to	create	16	different
values.	All	single-digit	hexadecimal	numbers	can	be	written	with	four	bits.	Binary-coded	decimal	is	a	digital	encoding	method	for	numbers	using	decimal	notation,	with	each	decimal	digit	represented	by	four	bits.	National	Semiconductor	MM5700CA/D	bit-serial	4-bit	microcontroller	Intel	4004	(first	4-bit	microprocessor	from	1971,	though	Four-Phase
Systems	AL1	from	1969	is	older,	discontinued	1981)	Intel	4040	(discontinued	1981)	TMS	1000	(the	first	high-volume	commercial	microcontroller,	from	1974,	after	Intel	4004;	now	discontinued)	Atmel	MARC4	core[29][30]	(discontinued	because	of	Low	demand.	"Last	ship	date:	7	March	2015"[31])	Samsung	S3C7	(KS57	Series)	4-bit	microcontrollers
(RAM:	512	to	5264	nibbles,	6	MHz	clock)	Toshiba	TLCS-47	series	HP	Saturn	NEC	μPD75X	NEC	μCOM-4	NEC	(now	Renesas)	μPD612xA	(discontinued),	μPD613x,	μPD6x[21][32]	and	μPD1724x[33]	infrared	remote	control	transmitter	microcontrollers[34][35]	EM	Microelectronic-Marin	EM6600	family,[36]	EM6580,[37][38]	EM6682,[39]	etc.	Epson
S1C63	family	National	Semiconductor	"COPS	I"	and	"COPS	II"	("COP400")	4-bit	microcontroller	families[40]	National	Semiconductor	MAPS	MM570X	Sharp	SM590/SM591/SM595[41]: 26–34 	Sharp	SM550/SM551/SM552[41]: 36–48 	Sharp	SM578/SM579[41]: 49–64 	Sharp	SM5E4[41]: 65–74 	Sharp	LU5E4POP[41]: 75–82 	Sharp	SM5J5/SM5J6[41]: 83–99 
Sharp	SM530[41]: 100–109 	Sharp	SM531[41]: 110–118 	Sharp	SM500[41]: 119–127 	(ROM	1197×8	bit,	RAM	40×4	bit,	a	divider	and	56-segment	LCD	driver	circuit)	Sharp	SM5K1[41]: 128–140 	Sharp	SM4A[41]: 141–148 	Sharp	SM510[41]: 149–158 	(ROM	2772×8	bit,	RAM	128×4	bit,	a	divider	and	132-segment	LCD	driver	circuit)	Sharp
SM511/SM512[41]: 159–171 	(ROM	4032×8	bit,	RAM	128/142×4	bit,	a	divider	and	136/200-segment	LCD	driver	circuit)	Sharp	SM563[41]: 172–186 	GMC-4	Hitachi	HD44780	LCD	controller	Intel's	LPC	(low-pin-count)	bus/interface	for	4-bit	communication	Its	successor	for	modern	computers,	Intel's	Enhanced	Serial	Peripheral	Interface	(eSPI),	allows
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家赫尔曼·何乐礼研制出以电力为基础的电动制表机，用以储存计算资料。1930年，美国科学家范内瓦·布什造出世界上首台模拟电子计算机。1939年至1942年间，阿坦那索夫（John	V.Atanasoff）和贝里在爱荷华州立大学制造出了第一台电子计算机。	[7]ENIAC计算机1946年2月14日，由美国军方定制的世界上第二台电子计算机“电子数字积分计算机”ENIAC（Electronic	Numerical	Integrator
And	Computer）在美国宾夕法尼亚大学问世了	[6]。ENIAC（中文名：埃尼阿克）是美国奥伯丁武器试验场为了满足计算弹道需要而研制成的，这台计算器使用了17840支电子管，大小为80英尺×8英尺，重达28t（吨），功耗为170kW，其运算速度为每秒5000次的加法运算，造价约为487000美元。ENIAC的问世具有划时代的意义，表明电子计算机时代的到来。在以后60多年里，计算机技术以惊
人的速度发展，没有任何一门技术的性能价格比能在30年内增长6个数量级。第一代计算机第1代：电子管数字机（1946—1958年）电子管数字计算机硬件方面，逻辑元件采用的是真空电子管，主存储器采用汞延迟线、阴极射线示波管静电存储器、磁鼓、磁芯；外存储器采用的是磁带。软件方面采用的是机器语言、汇编语言。应用领域以军事和科学计算为主。缺点是体积大、功耗高、可靠性差。速度慢
（一般为每秒数千次至数万次）、价格昂贵，但为以后的计算机发展奠定了基础。第二代计算机软件方面的操作系统、高级语言及其编译程序应用领域以科学计算和事务处理为主，并开始进入工业控制领域。特点是体积缩小、能耗降低、可靠性提高、运算速度提高（一般为每秒数10万次，可高达300万次）、性能比第1代计算机有很大的提高。第三代计算机第3代：集成电路数字机（1964—1970年）硬
件方面，逻辑元件采用中、小规模集成电路（MSI、SSI），主存储器仍采用磁芯。软件方面出现了分时操作系统以及结构化、规模化程序设计方法。特点是速度更快（一般为每秒数百万次至数千万次），而且可靠性有了显著提高，价格进一步下降，产品走向了通用化、系列化和标准化等。应用领域开始进入文字处理和图形图像处理领域。第四代计算机第4代：大规模集成电路计算机（1970年至今）硬件
方面，逻辑元件采用大规模和超大规模集成电路（LSI和VLSI）。软件方面出现了数据库管理系统、网络管理系统和面向对象语言等。1971年世界上第一台微处理器在美国硅谷诞生，开创了微型计算机的新时代。应用领域从科学计算、事务管理、过程控制逐步走向家庭。由于集成技术的发展，半导体芯片的集成度更高，每块芯片可容纳数万乃至数百万个晶体管，并且可以把运算器和控制器都集中在一个
芯片上、从而出现了微处理器，并且可以用微处理器和大规模、超大规模集成电路组装成微型计算机，就是我们常说的微电脑或PC机。微型计算机体积小，价格便宜，使用方便，但它的功能和运算速度已经达到甚至超过了过去的大型计算机。另一方面，利用大规模、超大规模集成电路制造的各种逻辑芯片，已经制成了体积并不很大，但运算速度可达一亿甚至几十亿次的巨型计算机。我国继1983年研制成



功每秒运算一亿次的银河Ⅰ这型巨型机以后，又于1993年研制成功每秒运算十亿次的银河Ⅱ型通用并行巨型计算机。这一时期还产生了新一代的程序设计语言以及数据库管理系统和网络软件等。随着物理元、器件的变化，不仅计算机主机经历了更新换代，它的外部设备也在不断地变革。比如外存储器，由最初的阴极射线显示管发展到磁芯、磁鼓，以后又发展为通用的磁盘，现又出现了体积更小、容量更
大、速度更快的只读光盘（CD—ROM）。时期时间典型计算机描述第一代计算机（电子管）1946年2月14日	[4]ENIAC美国宾夕法尼亚大学研制的人类历史上真正意义的第一台电子计算机，占地170平方米，耗电150千瓦，造价48万美元，每秒可执行5000次加法或400次乘法运算。共使用了	18000个电子管。1950年EDVAC第一台并行计算机，实现了计算机之父“冯.诺伊曼”的两个设想：采用二进制
和存储程序。第二代计算机（晶体管）1954年TRADICIBM公司制造的第一台使用晶体管的计算机，增加了浮点运算，使计算能力有了很大提高。1958年IBM	1401这是第二代计算机中的代表，用户当时可以租用。第四代计算机（大规模和超大规模集成电路）1970年IBM	S/370这是IBM的更新换代的重要产品，采用了大规模集成电路代替磁芯存储，小规模集成电路作为逻辑元件，并使用虚拟存储器技
术，将硬件和软件分离开来，从而明确了软件的价值。1975年4月Altair	8800MITS制造的，带有1KB存储器。这是世界上第一台微型计算机。1977年4月Apple	IINMOS6500	1MHz	CPU，4KB	RAM	16KB	ROM，这是计算机史上第一个带有彩色图形的个人计算机1981年8月12日IBM	PC采用了主频为4.77MHz的Intel	8088CPU，内存64KB,	160KB软驱，操作系统是Microsoft提供的MS-
DOS1983年1月19日APPLE	LISA第一台使用了鼠标的电脑，第一台使用图形用户界面的电脑。1983年3月8日IBM	PC/XT采用INTEL8088	4.77MHz的CPU，256K	RAM和40K	ROM,10MB的硬盘，两部360KB软驱。1984年8月IBM	PC/AT采用Intel	80286	6MHzCPU，	512KB内存，20MB硬盘和1.2M软驱。1986年9月Compaq	Desktop	PC采用了Intel	80386	16MHz	CPU,640KB内
存，20MB硬盘，1.2M软驱，是计算机史上第一台386计算机。1989年4月DELL	80486采用Intel	80486DX	CPU	640KB内存，	20MB硬盘，1.2M软驱。1996年-基本配置是奔腾或者奔腾MMX	的CPU，32M	EDO或者	SDRAM内存，2.1G硬盘，14寸球面显示器为标准配置。1997年-基本配置开始向赛扬处理器过渡，部分高档的机器开始使用PentiumII	CPU，同时内存也由早期的EDO过渡到
SDRAM，4.3G左右的硬盘开始成为标准配置。1998年-带有128K二级高速缓存的赛扬处理器成为广大装机者的最爱，同时64M内存和15寸显示器开始成为标准配置。1999年-部分品牌厂商开始将PentiumIII	CPU作为电脑的一个卖点，64M内存和6.4G硬盘开始成为电脑的标准配置。2000年-66M和100M外频的赛扬处理器占领了大部分品牌或兼容机的市场，128M内存，10G以上的硬盘开始成为标
准配置，17寸显示器慢慢进入家庭。2001年至今-Pentium	4	CPU和Pentium	4赛扬CPU开始成为电脑的标准配置，内存由SDRAM实现了向DDR的过渡，同时17寸	CRT显示器或者15寸液晶显示器开始成为用户的首选，硬盘逐渐向40G以上的容量发展。-苹果	iMac	G5(M9248CH/A)处理器类型PowerPC	G5配置，主频1600MHz以上，内存容量256MB，硬盘容量80GB，显示器类型17”液晶。这
是苹果电脑的创新，将主机的部件全部集成到显示器内部。显示器就是一台电脑。总论计算机是由硬件系统（hardware	system）和软件系统（software	system）两部分组成的。传统电脑系统的硬件单元一般可分为输入单元、输出单元、算术逻辑单元、控制单元及记忆单元，其中算术逻辑单元和控制单元合称中央处理单元（Center	Processing	Unit,CPU）。硬件系统电源是电脑中不可缺少的供电设
备，它的作用是将220V交流电转换为电脑中使用的5V、12V、3.3V直流电，其性能的好坏，直接影响到其他设备工作的稳定性，进而会影响整机的稳定性。手提电脑在自带锂电池情况下，为手提电脑提供有效电源。主板是电脑中各个部件工作的一个平台，它把电脑的各个部件紧密连接在一起，各个部件通过主板进行数据传输。也就是说，电脑中重要的“交通枢纽”都在主板上，它工作的稳定性影响着整机
工作的稳定性。CPU即中央处理器，是一台计算机的运算核心和控制核心。其功能主要是解释计算机指令以及处理计算机软件中的数据。CPU由运算器、控制器、寄存器、高速缓存及实现它们之间联系的数据、控制及状态的总线构成。作为整个系统的核心，CPU也是整个系统最高的执行单元，因此CPU已成为决定电脑性能的核心部件，很多用户都以它为标准来判断电脑的档次。内存又叫内部存储器或者
是随机存储器（RAM），分为DDR、SDRAM、ECC、REG，（但是SDRAM由于容量低，存储速度慢，稳定性差，已经被DDR淘汰了）内存属于电子式存储设备，它由电路板和芯片组成，特点是体积小，速度快，有电可存，无电清空，即电脑在开机状态时内存中可存储数据，关机后将自动清空其中的所有数据。	内存有DDR、DDR2、DDR3、DDR4三大类，容量1-256GB。	[1]硬盘属于外部存储
器，机械硬盘由金属磁片或玻璃磁片制成，而磁片有记忆功能，所以储到磁片上的数据，不论在开机，还是关机，都不会丢失。硬盘容量很大，已达TB级，尺寸有3.5、2.5、1.8、1.0英寸等，接口有IDE、SATA、SCSI等，SATA最普遍。移动硬盘是以硬盘为存储介质，强调便携性的存储产品。市场上绝大多数的移动硬盘都是以标准硬盘为基础的，而只有很少部分的是以微型硬盘（1.8英寸硬盘等）为基
础，但价格因素决定着主流移动硬盘还是以标准笔记本硬盘为基础。因为采用硬盘为存储介质，因此移动硬盘在数据的读写模式与标准IDE硬盘是相同的。移动硬盘多采用USB、IEEE1394等传输速度较快的接口，可以较高的速度与系统进行数据传输。固态硬盘用固态电子存储芯片阵列而制成的硬盘，由控制单元和存储单元（FLASH芯片）组成。固态硬盘在产品外形和尺寸上也完全与普通硬盘一致但是
固态硬盘比机械硬盘速度更快。声卡是组成多媒体电脑必不可少的一个硬件设备，其作用是当发出播放命令后，声卡将电脑中的声音数字信号转换成模拟信号送到音箱上发出声音。显卡在工作时与显示器配合输出图形、文字，作用是将计算机系统所需要的显示信息进行转换驱动，并向显示器提供行扫描信号，控制显示器的正确显示，是连接显示器和个人电脑主板的重要元件，是“人机对话”的重要设备之
一。网卡是工作在数据链路层的网路组件，是局域网中连接计算机和传输介质的接口，不仅能实现与局域网传输介质之间的物理连接和电信号匹配，还涉及帧的发送与接收、帧的封装与拆封、介质访问控制、数据的编码与解码以及数据缓存的功能等。网卡的作用是充当电脑与网线之间的桥梁，它是用来建立局域网并连接到Internet的重要设备之一。在整合型主板中常把声卡、显卡、网卡部分或全部集成在
主板上。调制解调器英文名为“Modem”，俗称“猫”，即调制解调器，类型有内置式和外置式，有线式和无线式。调制解调器是通过电话线上网时必不可少的设备之一。它的作用是将电脑上处理的数字信号转换成电话线传输的模拟信号。随着ADSL宽带网的普及，内置式调制解调器逐渐退出了市场。光驱英文名为“Optical	Disk	driver”，电脑用来读写光碟内容的机器，也是在台式机和笔记本便携式电脑里
比较常见的一个部件。随着多媒体的应用越来越广泛，使得光驱在计算机诸多配件中已经成为标准配置。光驱可分为CD-ROM驱动器、DVD光驱（DVD-ROM）、康宝（COMBO）和DVD刻录机（DVD-RAM）等。读写的能力和速度也日益提升，4×	16×	32×	40×	48×。英文名为“monitor”，显示器有大有小，有薄有厚，品种多样，其作用是把电脑处理完的结果显示出来。它是一个输出设备，是电
脑必不可缺少的部件之一。分为CRT、LCD、LED三大类，接口有VGA、DVI、VGA	DVI、HDMI	DP、type-C、S-video、AV接口。键盘英文名为“Keyboard”，分为有线和无线，键盘是主要的人工学输入设备，通常为104或105键，用于把文字、数字等输到电脑上，以及电脑操控。常见计算机键盘鼠标英文名为“Mouse”，当人们移动鼠标时，电脑屏幕上就会有一个箭头指针跟着移动，并可以很准
确指到想指的位置，快速地在屏幕上定位，它是人们使用电脑不可缺少的部件之一。	键盘鼠标接口有PS/2和USB两种。硬件的鼠标分为光电和机械两种（机械已被光电淘汰）。音响英文名为“Loud	speaker”,通过音频线连接到功率放大器，再通过晶体管把声音放大，输出到喇叭上，从而使喇叭发出电脑的声音。一般的电脑音箱可分为2、2.1	、3	.1、4、4.1、5.1、7.1这几种，音质也各有差异。打印机
英文名为“Printer”,通过它可以把电脑中的文件打印到纸上，它是重要的输出设备之一。在打印机领域形成了针式打印机、喷墨打印机、激光打印机三足鼎立的主流产品，各自发挥其优点，满足各界用户不同的需求。如摄像头、扫描仪、数码相机、数码摄像机、电视卡等设备，用于处理视频信号。英文名为“Flash	disk”，闪存盘通常也被称作优盘，U盘，闪盘，是一个通用串行总线USB接口的无需物理驱
动器的微型高容量移动存储产品，它采用的存储介质为闪存存储介质（Flash	Memory）。闪存盘一般包括闪存（Flash	Memory）、控制芯片和外壳。闪存盘具有可多次擦写、速度快而且防磁、防震、防潮的优点。闪盘采用流行的USB接口，体积只有大拇指大小，重量约20克，不用驱动器，无需外接电源，即插即用，不同电脑之间进行文件交流，存储容量从1～128GB不等，满足不同的需求。移动存
储卡及读卡器存储卡是利用闪存（Flash	Memory）技术达到存储电子信息的存储器，一般应用在数码相机、掌上电脑、MP3、MP4等小型数码产品中作为存储介质，所以样子小巧，犹如一张卡片，所以称之为闪存卡。根据不同的生产厂商和不同的应用，闪存卡有Smart	Media（SM卡）、Compact	Flash（CF卡），Multi	Media	Card（MMC卡），Secure	Digital（SD卡）、Memory	Stick
（记忆棒），TF卡等多种类型，这些闪存卡虽然外观、规格不同，但是技术原理都是相同的。由于闪存卡本身并不能直接被电脑辨认，读卡器就是一个两者的沟通桥梁。读卡器（Card	Reader）可使用很多种存储卡，如Compact	Flash	or	Smart	Media	or	Microdrive存储卡等，作为存储卡的信息存取装置。读卡器使用USB1.1/USB2.0的传输介面，支持热拔插。与普通USB设备一样，只需插入电脑
的USB端口，然后插用存储卡就可以使用了。	按照速度来划分有USB1.1、USB2.0以及USB3.0，按用途来划分，有单一读卡器和多合一读卡器。软件系统所谓软件是指为方便使用计算机和提高使用效率而组织的程序以及用于开发、使用和维护的有关文档。软件系统可分为系统软件和应用软件两大类。一、系统软件系统软件System	software,由一组控制计算机系统并管理其资源的程序组成，其主要功
能包括：启动计算机，存储、加载和执行应用程序，对文件进行排序、检索，将程序语言翻译成机器语言等。实际上，系统软件可以看作用户与计算机的接口，它为应用软件和用户提供了控制、访问硬件的手段，这些功能主要由操作系统完成。此外，编译系统和各种工具软件也属此类，它们从另一方面辅助用户使用计算机。下面分别介绍它们的功能。1.操作系统（Operating	System，OS）操作系统是
管理、控制和监督计算机软、硬件资源协调运行的程序系统，由一系列具有不同控制和管理功能的程序组成，它是直接运行在计算机硬件上的、最基本的系统软件，是系统软件的核心。操作系统是计算机发展中的产物，它的主要目的有两个：一是方便用户使用计算机，二是用户和计算机的接口。比如用户键入一条简单的命令就能自动完成复杂的功能，这就是操作系统帮助的结果；二是统一管理计算机系统
的全部资源，合理组织计算机工作流程，以便充分、合理地发挥计算机的效率。操作系统通常应包括下列五大功能模块：（1）处理器管理：当多个程序同时运行时，解决处理器（CPU）时间的分配问题。（2）作业管理：完成某个独立任务的程序及其所需的数据组成一个作业。作业管理的任务主要是为用户提供一个使用计算机的界面使其方便地运行自己的作业，并对所有进入系统的作业进行调度和控
制，尽可能高效地利用整个系统的资源。（3）存储器管理：为各个程序及其使用的数据分配存储空间，并保证它们互不干扰。（4）设备管理：根据用户提出使用设备的请求进行设备分配，同时还能随时接收设备的请求（称为中断），如要求输入信息。（5）文件管理：主要负责文件的存储、检索、共享和保护，为用户提供文件操作的方便。操作系统的种类繁多，依其功能和特性分为分批处理操作系统、
分时操作系统和实时操作系统等；依同时管理用户数的多少分为单用户操作系统和多用户操作系统；适合管理计算机网络环境的网络操作系统。微机操作系统随着微机硬件技术的发展而发展，从简单到复杂。Microsoft公司开发的DOS是一单用户单任务系统，而Windows操作系统则是一多户多任务系统，经过十几年的发展，已从Windows	3.1发展Windows	NT、Windows	2000、Windows	XP、
Windows	vista、Windows	7和Windows	8等等。它是当前微机中广泛使用的操作系统之一。Linux是一个源码公开的操作系统，程序员可以根据自己的兴趣和灵感对其进行改变，这让Linux吸收了无数程序员的精华，不断壮大，已被越来越多的用户所采用，是Windows操作系统强有力的竞争对手。2.语言处理系统（翻译程序）人和计算机交流信息使用的语言称为计算机语言或称程序设计语言。计算
机语言通常分为机器语言、汇编语言和高级语言三类。如果要在计算机上运行高级语言程序就必须配备程序语言翻译程序（下简称翻译程序）。翻译程序本身是一组程序，不同的高级语言都有相应的翻译程序。翻译的方法有两种：一种称为“解释”。早期的BASIC源程序的执行都采用这种方式。它调用机器配备的BASIC“解释程序”，在运行BASIC源程序时，逐条把BASIC的源程序语句进行解释和执行，它
不保留目标程序代码，既不产生可执行文件。这种方式速度较慢，每次运行都要经过“解释”，边解释边执行。另一种称为“编译”，它调用相应语言的编译程序，把源程序变成目标程序（以.OBJ为扩展名），然后再用连接程序，把目标程序与库文件相连接形成可执行文件。尽管编译的过程复杂一些，但它形成的可执行文件（以.exe为扩展名）可以反复执行，速度较快。运行程序时只要键入可执行程序的文件
名，再按Enter键即可。对源程序进行解释和编译任务的程序，分别叫作编译程序和解释程序。如FORTRAN、COBOL、PASCAL和C等高级语言，使用时需有相应的编译程序；BASIC、LISP等高级语言，使用时需用相应的解释程序。3.服务程序服务程序能够提供一些常用的服务性功能，它们为用户开发程序和使用计算机提供了方便，像微机上经常使用的诊断程序、调试程序、编辑程序均属此类。4.
数据库管理系统数据库是指按照一定联系存储的数据集合，可为多种应用共享。数据库管理系统（Data	Base	Management	System，DBMS）则是能够对数据库进行加工、管理的系统软件。其主要功能是建立、消除、维护数据库及对库中数据进行各种操作。数据库系统主要由数据库（DB）、数据库管理系统（DBMS）以及相应的应用程序组成。数据库系统不但能够存放大量的数据，更重要的是能迅
速、自动地对数据进行检索、修改、统计、排序、合并等操作，以得到所需的信息。这一点是传统的文件柜无法作到的。数据库技术是计算机技术中发展最快、应用最广的一个分支。可以说，在今后的计算机应用开发中大都离不开数据库。因此，了解数据库技术犹其是微机环境下的数据库应用是非常必要的。二、应用软件为解决各类实际问题而设计的程序系统称为应用软件。从其服务对象的角度，又可分
为通用软件和专用软件两类。运算速度快计算机内部电路组成，可以高速准确地完成各种算术运算。当今计算机系统的运算速度已达到每秒万亿次，微机也可达每秒亿次以上，使大量复杂的科学计算问题得以解决。例如：卫星轨道的计算、大型水坝的计算、24小时天气算需要几年甚至几十年，而在现代社会里，用计算机只需几分钟就可完成。计算精确度高科学技术的发展特别是尖端科学技术的发展，需要
高度精确的计算。计算机控制的导弹之所以能准确地击中预定的目标，是与计算机的精确计算分不开的。一般计算机可以有十几位甚至几十位（二进制）有效数字，计算精度可由千分之几到百万分之几，是任何计算工具所望尘莫及的。逻辑运算能力强计算机不仅能进行精确计算，还具有逻辑运算功能，能对信息进行比较和判断。计算机能把参加运算的数据、程序以及中间结果和最后结果保存起来，并能根
据判断的结果自动执行下一条指令以供用户随时调用。存储容量大计算机内部的存储器具有记忆特性，可以存储大量的信息，这些信息，不仅包括各类数据信息，还包括加工这些数据的程序。自动化程度高由于计算机具有存储记忆能力和逻辑判断能力，所以人们可以将预先编好的程序组纳入计算机内存，在程序控制下，计算机可以连续、自动地工作，不需要人的干预。性价比高几乎每家每户都会有电脑，
越来越普遍化、大众化，21世纪电脑必将成为每家每户不可缺少的电器之一。计算机发展很迅速，有台式的还有笔记本。超级计算机超级计算机超级计算机（Supercomputers）通常是指由数百数千甚至更多的处理器（机）组成的、能计算普通PC机和服务器不能完成的大型复杂课题的计算机。超级计算机是计算机中功能最强、运算速度最快、存储容量最大的一类计算机，是国家科技发展水平和综合国力
的重要标志。超级计算机拥有最强的并行计算能力，主要用于科学计算。在气象、军事、能源、航天、探矿等领域承担大规模、高速度的计算任务。在结构上，虽然超级计算机和服务器都可能是多处理器系统，二者并无实质区别，但是现代超级计算机较多采用集群系统，更注重浮点运算的性能，可看着是一种专注于科学计算的高性能服务器，而且价格非常昂贵。网络计算机1、服务器专指某些高性能计算
机，能通过网络，对外提供服务。相对于普通电脑来说，稳定性、安全性、性能等方面都要求更高，因此在CPU、芯片组、内存、磁盘系统、网络等硬件和普通电脑有所不同。服务器是网络的节点，存储、处理网络上80%的数据、信息，在网络中起到举足轻重的作用。它们是为客户端计算机提供各种服务的高性能的计算机，其高性能主要表高速度的运算能力、长时间的可靠运行、强大的外部数据吞吐能
力等方面。服务器的构成与普通电脑类似，也有处理器、硬盘、内存、系统总线等，但因为它是针对具体的网络应用特别制定的，因而服务器与微机在处理能力、稳定性、可靠性、安全性、可扩展性、可管理性等方面存在差异很大。服务器主要有网络服务器（DNS、DHCP）、打印服务器、终端服务器、磁盘服务器、邮件服务器、文件服务器等。2、工作站计算机是一种以个人计算机和分布式网络计算为
基础，主要面向专业应用领域，具备强大的数据运算与图形、图像处理能力，为满足工程设计、动画制作、科学研究、软件开发、金融管理、信息服务、模拟仿真等专业领域而设计开发的高性能计算机。工作站最突出的特点是具有很强的图形交换能力，因此在图形图像领域特别是计算机辅助设计领域得到了迅速应用。典型产品有美国Sun公司的Sun系列工作站。无盘工作站是指无软盘、无硬盘、无光驱连
入局域网的计算机。在网络系统中，把工作站端使用的操作系统和应用软件被全部放在服务器上，系统管理员只要完成服务器上的管理和维护，软件的升级和安装也只需要配置一次后，则整个网络中的所有计算机就都可以使用新软件。所以无盘工作站具有节省费用、系统的安全性高、易管理性和易维护性等优点，这对网络管理员来说具有很大的吸引力。无盘工作站的工作原理是由网卡的启动芯片（Boot
ROM）以不同的形式向服务器发出启动请求号，服务器收到后，根据不同的机制，向工作站发送启动数据，工作站下载完启动数据后，系统控制权由Boot	ROM转到内存中的某些特定区域，并引导操作系统。根据不同的启动机制，比较常用无盘工作站可分为RPL	和PXE。RPL	为Remote	Initial	Program	Load	的缩写，此技术常用于Windows95	中。PXE	是RPL	的升级品，它是Preboot	Execution
Environment的缩写。两者不同之处在于RPL	是静态路由，而PXE	是动态路由，其通信协议采用TCP/IP，实现了与Internet	连接高效而可靠，它常用于Windows98、Windows	NT、Windows2000、Windows	XP中	。3、集线器集线器（HUB）是一种共享介质的网络设备，它的作用可以简单的理解为将一些机器连接起来组成一个局域网，HUB	本身不能识别目的地址。集线器上的所有端口争用一
个共享信道的宽带，因此随着网络节点数量的增加，数据传输量的增大，每节点的可用带宽将随之减少。另外，集线器采用广播的形式传输数据，即向所有端口传送数据。如当同一局域网内的A	主机给B	主机传输数据时，数据包在以HUB	为架构的网络上是以广播方式传输的，对网络上所有节点同时发送同一信息，然后再由每一台终端通过验证数据包头的地址信息来确定是否接收。其实接收数据的一般来
说只有一个终端节点，而对所有节点都发送，在这种方式下，很容易造成网络堵塞，而且绝大部分数据流量是无效的，这样就造成整个网络数据传输效率相当低。另一方面由于所发送的数据包每个节点都能侦听到，容易给网络带来一些不安全隐患。4、交换机交换机（Switch）是按照通信两端传输信息的需要，用人工或设备自动完成的方法把要传输的信息送到符合要求的相应路由上的技术统称。广义的交
换机就是一种在通信系统中完成信息交换功能的设备，它是集线器的升级换代产品，外观上与集线器非常相似，其作用与集线器大体相同。但是两者在性能上有区别：集线器采用的是共享带宽的工作方式，而交换机采用的是独享带宽方式。即交换机上的所有端口均有独享的信道带宽，以保证每个端口上数据的快速有效传输，交换机为用户提供的是独占的、点对点的连接，数据包只被发送到目的端口，而不
会向所有端口发送，其它节点很难侦听到所发送的信息，这样在机器很多或数据量很大时，不容易造成网络堵塞，也确保了数据传输安全，同时大大的提高了传输效率，两者的差别就比较明显了。5、路由器路由器（Router）是一种负责寻径的网络设备，它在互联网络中从多条路径中寻找通讯量最少的一条网络路径提供给用户通信。路由器用于连接多个逻辑上分开的网络，为用户提供最佳的通信路径，路
由器利用路由表为数据传输选择路径，路由表包含网络地址以及各地址之间距离的清单，路由器利用路由表查找数据包从当前位置到目的地址的正确路径，路由器使用最少时间算法或最优路径算法来调整信息传递的路径。路由器是产生于交换机之后，就像交换机产生于集线器之后，所以路由器与交换机也有一定联系，并不是完全独立的两种设备。路由器主要克服了交换机不能向路由转发数据包的不足。交
换机、路由器是一台特殊的网络计算机，它的硬件基础CPU、存储器和接口，软件基础是网络互联操作系统IOS。交换机、路由器和PC机一样，有中央处理单元CPU，而且不同的交换机、路由器，其CPU一般也不相同，CPU是交换机、路由器的处理中心。内存是交换机、路由器存储信息和数据的地方，CISCO交换机、路由器有以下几种内存组件：ROM（Read	Only	Memory）存储交换机、路由器加
电自检（POST：Power-On	Self-Test）、启动程序（Bootstrap	Program）和部分或全部的IOS。交换机、路由器中的ROM是可擦写的，所以IOS是可以升级的。RAM（Random	Access	Memory）与PC机上的随机存储器相似，提供临时信息的存储，同时保存着当前的路由表和配置信息。NVRAM（Nonvolatile	Random	Access	Memory）存储交换机、路由器的启动配置文件。NVRAM是可
擦写的，可将交换机、路由器的配置信息拷贝到NVRAM中。FLASH闪存，是可擦写的，也可编程，用于存储CISCO	IOS的其它版本，用于对交换机、路由器的IOS进行升级。接口用作将交换机、路由器连接到网络，可以分为局域网接口和广域网接口两种。由于交换机、路由器型号的不同，接口数目和类型也不尽一样。常见的接口主要有以下几种：高速同步串口，可连接DDN，帧中继（Frame
Relay），X.25，PSTN（模拟电话线路）。同步/异步串口，可用软件将端口设置为同步工作方式。AUI端口，即粗缆口。一般需要外接转换器（AUI-RJ45），连接10/100Base-T以太网络。ISDN端口，可以连接ISDN网络（2B+D），可作为局域网接入Internet	之用。AUX端口，该端口为异步端口，主要用于远程配置，也可用于拔号备份，可与MODEM连接。支持硬件流控制（Hardware	Flow
Control）。Console端口，该端口为异步端口，主要连接终端或运行终端仿真程序的计算机，在本地配置交换机、路由器。不支持硬件流控制。工业控制是一种采用总线结构，对生产过程及其机电设备、工艺装备进行检测与控制的计算机系统总称。简称工控机。它由计算机和过程输入输出（I/O）通过两大部分组成。计算机是由主机、输入输出设备和外部磁盘机、磁带机等组成。在计算机外部又增加一部
分过程输入/输出通道，用来完成工业生产过程的检测数据送入计算机进行处理；另一方面将计算机要行使对生产过程控制的命令、信息转换成工业控制对象的控制变量的信号，再送往工业控制对象的控制器去。由控制器行使对生产设备运行控制。工控机的主要类别有：IPC（PC总线工业电脑）、PLC（可编程控制系统）、DCS（分散型控制系统）、FCS（现场总线系统）及CNC（数控系统）五种。1、
IPC即基于PC总线的工业电脑。据2000年IDC统计PC机已占到通用计算机的95%以上，因其价格低、质量高、产量大、软/硬件资源丰富，已被广大的技术人员所熟悉和认可，这正是工业电脑热的基础。其主要的组成部分为工业机箱、无源底板及可插入其上的各种板卡组成，如CPU卡、I/O卡等。并采取全钢机壳、机卡压条过滤网，双正压风扇等设计及EMC（Electro	Magnetic	Compatibility）技术
以解决工业现场的电磁干扰、震动、灰尘、高/低温等问题。IPC有以下特点：可靠性：工业PC具有在粉尘、烟雾、高/低温、潮湿、震动、腐蚀和快速诊断和可维护性，其MTTR（Mean	Time	to	Repair）一般为10万小时以上。实时性，工业PC对工业生产过程进行实时在线检测与控制，对工作状况的变化给予快速响应，及时进行采集和输出调节（看门狗功能这是普通PC所不具有的），遇险自复位，保
证系统的正常运行。扩充性，工业PC由于采用底板+CPU卡结构，因而具有很强的输入输出功能，最多可扩充20个板卡，能与工业现场的各种外设、板卡如与道控制器、视频监控系统、车辆检测仪等相连，以完成各种任务。兼容性，能同时利用ISA与PCI及PICMG资源，并支持各种操作系统，多种语言汇编，多任务操作系统。2、可编程序控制器（PLC）PLC英文全称
ProgrammableLogicController，中文全称为可编程逻辑控制器，定义是：一种数字运算操作的电子系统，专为在工业环境应用而设计的。它采用一类可编程的存储器，用于其内部存储程序，执行逻辑运算，顺序控制，定时，计数与算术操作等面向用户的指令，并通过数字或模拟式输入/输出控制各种类型的机械或生产过程。可编程控制系统（ProgrammableLogicController）是一种专门为在工业环
境下应用而设计的数字运算操作电子系统。它采用一种可编程的存储器，在其内部存储执行逻辑运算、顺序控制、定时、计数和算术运算等操作的指令，通过数字式或模拟式的输入输出来控制各种类型的机械设备或生产过程。可编程控制器是计算机技术与自动化控制技术相结合而开发的一种适用工业环境的新型通用自动控制装置，是作为传统继电器的替换产品而出现的。随着微电子技术和计算机技术的迅
猛发展，可编程控制器更多地具有了计算机的功能，不仅能实现逻辑控制，还具有了数据处理、通信、网络等功能。由于它可通过软件来改变控制过程，而且具有体积小、组装维护方便、编程简单、可靠性高、抗干扰能力强等特点，已广泛应用于工业控制的各个领域，大大推进了机电一体化的进程。3、分散型控制系统（DCS）是一种高性能、高质量、低成本、配置灵活的分散控制系统系列产品，可以构
成各种独立的控制系统、分散控制系统DCS、监控和数据采集系统（SCADA），能满足各种工业领域对过程控制和信息管理的需求。系统的模块化设计、合理的软硬件功能配置和易于扩展的能力，能广泛用于各种大、中、小型电站的分散型控制、发电厂自动化系统的改造以及钢铁、石化、造纸、水泥等工业生产过程控制。4、现场总线系统（FCS）是全数字串行、双向通信系统。系统内测量和控制设备
如探头、激励器和控制器可相互连接、监测和控制。在工厂网络的分级中，它既作为过程控制（如PLC，LC等）和应用智能仪表（如变频器、阀门、条码阅读器等）的局部网，又具有在网络上分布控制应用的内嵌功能。由于其广阔的应用前景，众多国外有实力的厂家竞相投入力量，进行产品开发。国际上已知的现场总线类型有四十余种，比较典型的现场总线有：FF，Profibus，LONworks，CAN，
HART，CC-LINK等。5、数控系统（CNC）现代数控系统是采用微处理器或专用微机的数控系统，由事先存放在存储器里系统程序（软件）来实现控制逻辑，实现部分或全部数控功能，并通过接口与外围设备进行联接，称为计算机数控，简称CNC系统。数控机床是以数控系统为代表的新技术对传统机械制造产业的渗透形成的机电一体化产品；其技术范围覆盖很多领域：（1）机械制造技术；（2）信息
处理、加工、传输技术；（3）自动控制技术；（4）伺服驱动技术；（5）传感器技术；（6）软件技术等。个人电脑1、台式机（Desktop）计算机主机计算机内部也叫桌面机，是一种独立相分离的计算机，完完全全跟其它部件无联系，相对于笔记本和上网本体积较大，主机、显示器等设备一般都是相对独立的，一般需要放置在电脑桌或者专门的工作台上。因此命名为台式机。为非常流行的微型计算机，
多数人家里和公司用的机器都是台式机。台式机的性能相对较笔记本电脑要强。台式机具有如下特点：散热性。台式机具有笔记本计算机所无法比拟的优点。台式机的机箱具有空间大、通风条件好的因素而一直被人们广泛使用。扩展性。台式机的机箱方便用户硬件升级，如光驱、硬盘。如台式机箱的光驱驱动器插槽是4-5个，硬盘驱动器插槽是4-5个。非常方便用户日后的硬件升级。保护性。台式机全方面
保护硬件不受灰尘的侵害。而且防水性就不错；在笔记本中这项发展不是很好。明确性。台式机机箱的开、关键、重启键、USB、音频接口都在机箱前置面板中，方便用户的使用。但台式机的便携性差，相比笔记本是非常方便。2、电脑一体机电脑一体机，是由一台显示器、一个电脑键盘和一个鼠标组成的电脑。它的芯片、主板与显示器集成在一起，显示器就是一台电脑，因此只要将键盘和鼠标连接到显
示器上，机器就能使用。随着无线技术的发展，电脑一体机的键盘、鼠标与显示器可实现无线连接，机器只有一根电源线。这就解决了一直为人诟病的台式机线缆多而杂的问题。有的电脑一体机还具有电视接收、AV功能，也整合专用软件，可用于特定行业专用机。3、笔记本电脑（Notebook或Laptop）笔记本电脑也称手提电脑或膝上型电脑，是一种小型、可携带的个人电脑，通常重1-3公斤。笔记本电
脑除了键盘外，还提供了触控板（TouchPad）或触控点（Pointing	Stick），提供了更好的定位和输入功能。笔记本电脑可以大体上分为6类：商务型、时尚型、多媒体应用、上网型、学习型、特殊用途。商务型笔记本电脑一般可以概括为移动性强、电池续航时间长、商务软件多；时尚型外观主要针对时尚女性；多媒体应用型笔记本电脑则有较强的图形、图像处理能力和多媒体的能力，尤其是播放能
力，为享受型产品。而且，多媒体笔记本电脑多拥有较为强劲的独立显卡和声卡（均支持高清），并有较大的屏幕。上网本（Netbook）就是轻便和低配置的笔记本电脑，具备上网、收发邮件以及即时信息（IM）等功能，并可以实现流畅播放流媒体和音乐。上网本比较强调便携性，多用于在出差、旅游甚至公共交通上的移动上网。学习型机身设计为笔记本外形，采用标准电脑操作，全面整合学习机、电
子辞典、复读机、点读机、学生电脑等多种机器功能。特殊用途的笔记本电脑是服务于专业人士，可以在酷暑、严寒、低气压、高海拔、强辐射、战争等恶劣环境下使用的机型，有的较笨重，比如奥运会前期在“华硕珠峰大本营IT服务区”使用的华硕笔记本电脑。4、掌上电脑（PDA）掌上电脑（PDA）掌上电脑是一种运行在嵌入式操作系统和内嵌式应用软件之上的、小巧、轻便、易带、实用、价廉的手持
式计算设备。它无论在体积、功能和硬件配备方面都比笔记本电脑简单轻便。掌上电脑除了用来管理个人信息（如通讯录，计划等），而且还可以上网浏览页面，收发Email，甚至还可以当做手机来用外，还具有：录音机功能、英汉汉英词典功能、全球时钟对照功能、提醒功能、休闲娱乐功能、传真管理功能等等。掌上电脑的电源通常采用普通的碱性电池或可充电锂电池。掌上电脑的核心技术是嵌入式操
作系统，各种产品之间的竞争也主要在此。在掌上电脑基础上加上手机功能，就成了智能手机（Smartphone）。智能手机除了具备手机的通话功能外，还具备了PDA分功能，特别是个人信息管理以及基于无线数据通信的浏览器和电子邮件功能。智能手机为用户提供了足够的屏幕尺寸和带宽，既方便随身携带，又为软件运行和内容服务提供了广阔的舞台，很多增值业务可以就此展开，如股票、新闻、天
气、交通、商品、应用程序下载、音乐图片下载等等。5、平板电脑平板电脑是一款无须翻盖、没有键盘、大小不等、形状各异，却功能完整的电脑。其构成组件与笔记本电脑基本相同，但它是利用触笔在屏幕上书写，而不是使用键盘和鼠标输入，并且打破了笔记本电脑键盘与屏幕垂直的J	型设计模式。它除了拥有笔记本电脑的所有功能外，还支持手写输入或语音输入，移动性和便携性更胜一筹。	平板电
脑由比尔盖茨提出，至少应该是X86架构，从微软提出的平板电脑概念产品上看，平板电脑就是一款无须翻盖、没有键盘、小到足以放入女士手袋，但却功能完整的PC。嵌入式即嵌入式系统（	Embedded	Systems）	，是一种以应用为中心、以微处理器为基础，软硬件可裁剪的，适应应用系统对功能、可靠性、成本、体积、功耗等综合性严格要求的专用计算机系统。它一般由嵌入式微处理器、外围硬件
设备、嵌入式操作系统以及用户的应用程序等四个部分组成。它是计算机市场中增长最快的领域，也是种类繁多，形态多种多样的计算机系统。嵌入式系统几乎包括了生活中的所有电器设备，如掌上pda、计算器、电视机顶盒、手机、数字电视、多媒体播放器、汽车、微波炉、数字相机、家庭自动化系统、电梯、空调、安全系统、自动售货机、蜂窝式电话、消费电子设备、工业自动化仪表与医疗仪器等。
嵌入式系统的核心部件是嵌入式处理器，分成4类，即嵌入式微控制器（	Micro	Contrller	Unit	，MCU，俗称单片机）、嵌入式微处理器（	Micro	Processor	Unit	，MPU	）、嵌入式DSP	处理器（	Digital	Signal	Processor，DSP）	和嵌入式片上系统（	System	on	Chip，SOC）。嵌入式微处理器一般具备4个特点：1、对实时和多任务有很强的支持能力，能完成多任务并且有较短的中断响应时
间，从而使内部的代码和实时操作系统的执行时间减少到最低限度；2、具有功能很强的存储区保护功能，这是由于嵌入式系统的软件结构已模块化，而为了避免在软件模块之间出现错误的交叉作用，需要设计强大的存储区保护功能，同时也有利于软件诊断；3、可扩展的处理器结构，以能迅速地扩展出满足应用的高性能的嵌入式微处理器；4、嵌入式微处理器的功耗必须很低，尤其是用于便携式的无线及
移动的计算和通信设备中靠电池供电的嵌入式系统更是如此，功耗只能为mw	甚至μw	级。信息管理信息管理是以数据库管理系统为基础，辅助管理者提高决策水平，改善运营策略的计算机技术。信息处理具体包括数据的采集、存储、加工、分类、排序、检索和发布等一系列工作。信息处理已成为当代计算机的主要任务。是现代化管理的基础。据统计，80%以上的计算机主要应用于信息管理，成为计算机
应用的主导方向。信息管理已广泛应用与办公自动化、企事业计算机辅助管理与决策、情报检索、图书馆里、电影电视动画设计、会计电算化等各行各业。计算机的应用已渗透到社会的各个领域，正在日益改变着传统的工作、学习和生活的方式，推动着社会的科学计算科学计算是计算机最早的应用领域，是指利用计算机来完成科学研究和工程技术中提出的数值计算问题。在现代科学技术工作中，科学计算
的任务是大量的和复杂的。利用计算机的运算速度高、存储容量大和连续运算的能力，可以解决人工无法完成的各种科学计算问题。例如，工程设计、地震预测、气象预报、火箭发射等都需要由计算机承担庞大而复杂的计算量。过程控制过程控制是利用计算机实时采集数据、分析数据，按最优值迅速地对控制对象进行自动调节或自动控制。采用计算机进行过程控制，不仅可以大大提高控制的自动化水平，
而且可以提高控制的时效性和准确性，从而改善劳动条件、提高产量及合格率。因此，计算机过程控制已在机械、冶金、石油、化工、电力等部门得到广泛的应用。辅助技术计算机辅助技术包括CAD、CAM和CAI。1、计算机辅助设计（Computer	Aided	Design，简称CAD）计算机辅助设计是利用计算机系统辅助设计人员进行工程或产品设计，以实现最佳设计效果的一种技术。CAD技术已应用于飞机
设计、船舶设计、建筑设计、机械设计、大规模集成电路设计等。采用计算机辅助设计，可缩短设计时间，提高工作效率，节省人力、物力和财力，更重要的是提高了设计质量。2、计算机辅助制造（Computer	Aided	Manufacturing，CAM）计算机辅助制造是利用计算机系统进行产品的加工控制过程，输入的信息是零件的工艺路线和工程内容，输出的信息是刀具的运动轨迹。将CAD和CAM技术集
成，可以实现设计产品生产的自动化，这种技术被成为计算机集成制造系统。有些国家已把CAD和计算机辅助制造（Computer	Aided	Manufacturing）、计算机辅助测试（Computer	Aided	Test）及计算机辅助工程（Computer	Aided	Engineering）组成一个集成系统，使设计、制造、测试和管理有机地组成为一体，形成高度的自动化系统，因此产生了自动化生产线和“无人工厂”。3、计算机辅
助教学（Computer	Aided	Instruction，简称CAI）计算机辅助教学是利用计算机系统进行课堂教学。教学课件可以用PowerPoint或Flash等制作。CAI不仅能减轻教师的负担，还能教学内容生动、形象逼真，能够动态演示实验原理或操作过程激发学生的学习兴趣，提高教学质量，为培养现代化高质量人才提供了有效方法。翻译1947年，美国数学家、工程师沃伦·韦弗与英国物理学家、工程师安德鲁·
布思提出了以计算机进行翻译（简称“机译”）的设想，机译从此步入历史舞台，并走过了一条曲折而漫长的发展道路。机译被列为21世纪世界十大科技难题。与此同时，机译技术也拥有巨大的应用需求。机译消除了不同文字和语言间的隔阂，堪称高科技造福人类之举。但机译的译文质量长期以来一直是个问题，离理想目标仍相差甚远。中国数学家、语言学家周海中教授认为，在人类尚未明了大脑是如何进
行语言的模糊识别和逻辑判断的情况下，机译要想达到“信、达、雅”的程度是不可能的。这一观点恐怕道出了制约译文质量的瓶颈所在。多媒体应用随着电子技术特别是通信和计算机技术的发展，人们已经有能力把文本、音频、视频、动画、图形和图像等各种媒体综合起来，构成一种全新的概念—“多媒体”（Multimedia）。在医疗、教育、商业、银行、保险、行政管理、军事、工业、广播、交流和出版
等领域中，多媒体的应用发展很快。计算机网络计算机网络是由一些独立的和具备信息交换能力的计算机互联构成，以实现资源共享的系统。计算机在网络方面的应用使人类之间的交流跨越了时间和空间障碍。计算机网络已成为人类建立信息社会的物质基础，它给我们的工作带来极大的方便和快捷，如在全国范围内的银行信用卡的使用，火车和飞机票系统的使用等。可以在全球最大的互联网络——
Internet上进行浏览、检索信息、收发电子邮件、阅读书报、玩网络游戏、选购商品、参与众多问题的讨论、实现远程医疗服务等。随着科技的进步，各种计算机技术、网络技术的飞速发展，计算机的发展已经进入了一个快速而又崭新的时代，计算机已经从功能单一、体积较大发展到了功能复杂、体积微小、资源网络化等。计算机的未来充满了变数,性能的大幅度提高是不可置疑的，而实现性能的飞跃却有
多种途径。不过性能的大幅提升并不是计算机发展的路线，计算机的发展还应当变得越来越人性化，同时也要注重环保等等。计算机从出现至今，经历了机器语言、程序语言、简单操作系统和Linux、Macos、BSD、Windows等现代操作系统四代，运行速度也得到了极大的提升，第四代计算机的运算速度已经达到几十亿次每秒。计算机也由原来的仅供军事科研使用发展到人人拥有，计算机强大的应用功
能，产生了巨大的市场需要，未来计算机性能应向着微型化、网络化、智能化和巨型化的方向发展。巨型化巨型化是指为了适应尖端科学技术的需要，发展高速度、大存储容量和功能强大的超级计算机。随着人们对计算机的依赖性越来越强，特别是在军事和科研教育方面对计算机的存储空间和运行速度等要求会越来越高。此外计算机的功能更加多元化。微型化随着微型处理器(CPU)的出现，计算机中开始
使用微型处理器，使计算机体积缩小了，成本降低了。另一方面，软件行业的飞速发展提高了计算机内部操作系统的便捷度，计算机外部设备也趋于完善。计算机理论和技术上的不断完善促使微型计算机很快渗透到全社会的各个行业和部门中，并成为人们生活和学习的必须品。四十年来，计算机的体积不断的缩小，台式电脑、笔记本电脑、掌上电脑、平板电脑体积逐步微型化，为人们提供便捷的服务。因
此，未来计算机仍会不断趋于微型化，体积将越来越小。网络化互联网将世界各地的计算机连接在一起，从此进入了互联网时代。计算机网络化彻底改变了人类世界，人们通过互联网进行沟通、交流（OICQ、微博等），教育资源共享（文献查阅、远程教育等）、信息查阅共享（百度、谷歌）等，特别是无线网络的出现，极大的提高了人们使用网络的便捷性，未来计算机将会进一步向网络化方面发展。人
工智能化计算机人工智能化是未来发展的必然趋势。现代计算机具有强大的功能和运行速度，但与人脑相比，其智能化和逻辑能力仍有待提高。人类不断在探索如何让计算机能够更好的反应人类思维，使计算机能够具有人类的逻辑思维判断能力，可以通过思考与人类沟通交流，抛弃以往的依靠通过编码程序来运行计算机的方法，直接对计算机发出指令。多媒体化传统的计算机处理的信息主要是字符和数
字。事实上，人们更习惯的是图片、文字、声音、像等多种形式的多媒体信息。多媒体技术可以集图形、图像、音频、视频、文字为一体，使信息处理的对象和内容更加接近真实世界。技术结合电脑芯片图片计算机微型处理器（CPU）以晶体管为基本元件，随着处理器的不断完善和更新换代的速度加快，计算机结构和元件也会发生很大的变化。随着光电技术、量子技术和生物技术的发展，对新型计算机的
发展具有极大的推动作用。20世纪80年代以来ALU和控制单元（二者合成中央处理器，即CPU）逐渐被整合到一块集成电路上，称作微处理器。这类计算机的工作模式十分直观：在一个时钟周期内，计算机先从存储器中获取指令和数据，然后执行指令，存储数据，再获取下一条指令。这个过程被反复执行，直至得到一个终止指令。由控制器解释，运算器执行的指令集是一个精心定义的数目十分有限的简
单指令集合。中国发展中国已成为电子信息产品的制造大国，并逐步确立在全球产业分工体系中的重要地位，中国计算机产业未来将呈现六大发展趋势。大容量磁盘、环保型显示器走向普及；笔记本显示器走向两极分化；内存技术换代，软驱退出市场；无线应用成为主流；IA服务器市场份额将进一步提高；服务器低端市场细分化加剧。分子计算机分子计算机体积小、耗电少、运算快、存储量大。分子计算
机的运行是吸收分子晶体上以电荷形式存在的信息，并以更有效的方式进行组织排列。分子计算机的运算过程就是蛋白质分子与周围物理化学介质的相互作用过程。转换开关为酶，而程序则在酶合成系统本身和蛋白质的结构中极其明显地表示出来。生物分子组成的计算机具备能在生化环境下，甚至在生物有机体中运行，并能以其它分子形式与外部环境交换。因此它将在医疗诊治、遗传追踪和仿生工程中发
挥无法替代的作用。分子芯片体积大大减小，而效率大大提高，	分子计算机完成一项运算，所需的时间仅为10微微秒，比人的思维速度快100万倍。分子计算机具有惊人的存储容量，1立方米的DNA溶液可存储1万亿亿的二进制数据。分子计算机消耗的能量非常小，只有电子计算机的十亿分之一。由于分子芯片的原材料是蛋白质分子，所以分子计算机既有自我修复的功能，又可直接与分子活体相联。量子
计算机量子计算机是利用原子所具有的量子特性进行信息处理的一种全新概念的计算机。量子理论认为，非相互作用下，原子在任一时刻都处于两种状态，称之为量子超态。原子会旋转，即同时沿上、下两个方向自旋，这正好与电子计算机0与1完全吻合。如果把一群原子聚在一起，它们不会像电子计算机那样进行的线性运算，而是同时进行所有可能的运算，例如量子计算机处理数据时不是分步进行而是同
时完成。只要40个原子一起计算，就相当于今天一台超级计算机的性能。量子计算机以处于量子状态的原子作为中央处理器和内存，其运算速度可能比奔腾4芯片快10亿倍，就像一枚信息火箭，在一瞬间搜寻整个互联网，可以轻易破解任何安全密码，黑客任务轻而易举，难怪美国中央情报局对它特别感兴趣。光子计算机光子计算机1990年初，美国贝尔实验室制成世界上第一台光子计算机。光子计算机是
一种由光信号进行数字运算、逻辑操作、信息存储和处理的新型计算机。光子计算机的基本组成部件是集成光路，要有激光器、透镜和核镜。由于光子比电子速度快，光子计算机的运行速度可高达一万亿次。它的存储量是现代计算机的几万倍，还可以对语言、图形和手势进行识别与合成。许多国家都投入巨资进行光子计算机的研究。随着现代光学与计算机技术、微电子技术相结合，在不久的将来，光子计
算机将成为人类普遍的工具。纳米计算机纳米计算机是用纳米技术研发的新型高性能计算机。纳米管元件尺寸在几到几十纳米范围，	质地坚固，有着导电性，	能代替硅芯片制造计算机。“纳米”是一个计量单位，	一个纳米等于10的（-9）次方米，	大约是氢原子直径的10倍。纳米技术是从20世纪80年代初迅速发展起来的新的前沿科研领域，最终目标是人类按照自己的意志直接操纵单个原子，制造出具有特
定功能的产品。纳米技术正从微电子机械系统起步，把传感器、电动机和各种处理器都放在一个硅芯片上而构成一个系统。应用纳米技术研制的计算机内存芯片，其体积只有数百个原子大小，相当于人的头发丝直径的千分之一。纳米计算机不仅几乎不需要耗费任何能源，	而且其性能要比今天的计算机强大许多倍。生物计算机生物计算机又称仿生计算机(bionic	computer)。以生物芯片取代在半导体硅片上
集成数以万计的晶体管制成的计算机。涉及计算机科学、脑科学、神经生物学、分子生物学、生物物理生物工程、电子工程、物理学和化学等有关学科。1986年日本开始研究生物芯片,研究有关大脑和神经元网络结构的信息处理、加工原理,以及建立全新的生物计算机原理,探讨适于制怍芯片的生物大分子的结构和功能，以及如何通过生物工程(用脱氧核糖核酸DNA重组技术和蛋白质工程)来组装这些生物分
子功能元件。	[5]非硅二维材料计算机硅在支撑智能手机、电脑、电动汽车等产品的半导体技术中一直占据着王者地位，但美国宾夕法尼亚州立大学领导的一个研究团队发现，“硅王”的统治地位可能正在受到挑战。该团队在最新一期《自然》杂志上发表了一项突破性成果：他们首次利用二维材料制造出一台能够执行简单操作的计算机。这项研究标志着向造出更薄、更快、更节能的电子产品迈出了重要一
步。此次开发的是一种互补金属氧化物半导体（CMOS）计算机。与以往不同的是，这次没有使用硅，取而代之的是两种二维材料：用于n型晶体管的二硫化钼和用于p型晶体管的二硒化钨。这两种材料的厚度只有一个原子，在如此微小尺度下仍能保持优异的电子性能，是硅所不具备的优势。团队采用金属有机化学气相沉积（MOCVD）技术，生长出大面积的二硫化钼和二硒化钨薄膜，并分别制造出超过
1000个n型和p型晶体管。通过精确调整制造工艺和后续处理步骤，团队成功调控了n型和p型晶体管的阈值电压，从而构建出功能完整的CMOS逻辑电路。该二维CMOS计算机称为“单指令集计算机”，可以在低电源电压下运行，功耗极低，并能在高达25千赫的频率下执行简单的逻辑运算。虽然目前的工作频率低于传统硅基CMOS电路，但该计算机依然能够完成基本的计算任务。团队还开发了一个计算模
型，使用实验数据进行校准并结合设备之间的差异，以预测二维CMOS计算机的性能，并通过基准测试将其与最先进的硅技术进行了对比。	[9]	Average	Standby	Battery	LifeDisplay	Maximum	ResolutionTop	Brands	in	Electronics	4.54.5	out	of	5	stars	(847)	10K+	bought	in	past	month5.05.0	out	of	5	stars	(8)	200+	bought	in	past	month4.14.1	out	of	5	stars	(1.5K)	3.93.9	out
of	5	stars	(3.1K)	500+	bought	in	past	month
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